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Abstract

The study of doped semiconductor quantum dots with magnetic impurities has

been a challenging task when adding spin-orbit coupling and exchange interaction with

asymmetry effects. The combination of all these factors within a single theoretical model,

simultaneously analyzed with external fields, reveals interesting properties. Within this

framework, the adjustment of the effective Zeeman splitting due to the asymmetry and the

character of the ground state are determined. The effective mass model of the electronic

structure, that allows combining different confinement profiles with reduction of controllable

symmetry, spin-orbit interaction effects and external fields under a variety of configurations,

in a systematic way has been complemented with atomistic simulations. The connection

between the effective mass model and such atomistic approaches was done through a charac-

terization of the main trends for the manganese positioning (Mn) in cells containing cadmium

selenide (CdSe) quantum dots covered by zinc selenide (ZnSe), as well as the exchange

interaction terms, which is calculated with a fully ab initio technique.

Imperfections in nanostructures are also within the scope of this Thesis. Defects

can induce magnetism in low-dimensional systems, wherein the challenge is to identify

the source of this nano-magnetism in non-magnetic semiconductors, such as CdSe. In

this Thesis, we present an optical evidence of this nano-magnetism due to the presence

of vacancies. The formation energy analysis and the effects of the stress fields for the

charged and uncharged defects under various geometries provided a better understanding

of the experimental results. In addition, a study of the local deformations was performed

using the molybdenum disulfide (MoS2). Within the density functional theory, an organic

molecule, called azobenzene, was placed on the MoS2 layer in order to investigate the

adsorption properties of the system.

Key-words: k·p effective mass approximation, density functional theory, spin-orbit coupling, asym-

metry effects, quantum dots.
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Resumo
O estudo de pontos quânticos semicondutores dopados com impurezas magnéticas

é uma tarefa desafiadora ao adicionar o acoplamento spin-órbita e a interação de troca com

efeitos de assimetria. A combinação de todos esses fatores dentro de um único modelo

teórico, analisado concomitantemente com campos externos, revelam propriedades interes-

santes. Dentro desta estrutura, o ajuste do efeito Zeeman devido a assimetria e o caráter

do estado fundamental são determinados. O modelo de massa efetiva da estrutura eletrônica,

que permite combinar diferentes perfis de confinamento com redução de simetria controlável,

efeitos da interação spin-órbita e campos externos sob uma variedade de configurações, de

forma sistemática foram complementadas com simulações atomísticas. A conexão entre o

modelo de massa efetiva e tais abordagens atomísticas foi realizada através da caracterização

das principais tendências para o posicionamento do manganês (Mn) em células contendo

pontos quânticos de seleneto de cádmio (CdSe) recobertos por seleneto de zinco (ZnSe),

bem como os termos de troca, os quais são calculados com uma técnica completamente ab

initio.

Imperfeições em nanoestruturas estão igualmente no escopo desta Tese. Defeitos

podem induzir magnetismo em sistemas de baixa dimensão, em que o desafio consiste

em identificar a fonte desse nano-magnetismo em semicondutores não-magnéticos, como

o CdSe. Nesta Tese, apresentamos uma evidência óptica desse nano-magnetismo devido a

presença de vacâncias. A análise das energias de formação e efeitos de campos de tensão para

os defeitos carregados e não carregados em várias geometrias proporcionaram uma melhor

compreensão dos resultados experimentais. Adicionalmente, um estudo de deformações

locais no perfil de confinamento foi realizado utilizando o dissulfeto de molibdênio (MoS2).

Dentro da teoria funcional da densidade, uma molécula orgânica, chamada azobenzeno, foi

disposta sobre uma camada de MoS2 para verificar as propriedades de adsorção do sistema.

Palavras-chave: aproximação k·p da massa efetiva, teoria funcional da densidade, acoplamento

spin-órbita, efeitos de assimetria, pontos quânticos.
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Chapter 1

Introduction and motivation

Several problems in semiconductors physics are analyzed within the framework

of quantum mechanics. A better understanding of the confinement profile is crucial to

determine the electronic properties of the system. In turn, solid state physics gained notoriety

with the extension of bulk crystals theories for the investigation of thin films and multi-

layered systems. Advances in Molecular Beam Epitaxy (MBE) [1] allowed the growth

of individual atomic monolayers, [2] whose properties are mainly determined during the

synthesis process. The orientation of the substrate where the nanostructures will be grown

and the anisotropic effects that favor certain directions are responsible for the determination

of the electronic structure of these semiconductor systems. This experimental control of

heterostructures growth also provides fundamental technological advances. [3] Modern

techniques allow the manipulation and creation of notable confined systems. Thus, in the

last 20 years, a breakthrough in the studies of nanostructured materials has taken place.

Advances have been made in the study and applications of electrons confined in two

dimensions, in particular, the quantum wells (QWs). The QWs are nanostructures that can be

formed by stacking semiconductor layers. Thus, the simulation of their electronic structure

reveals quantization effects as described by quantum mechanics. After the discovery of

two-dimensional systems, there was an intense quest for the study of their properties and

applications. The result, for instance, was the emergence of pioneering theories such as the

Quantum Hall Effect [4] by Klaus von Klitzing’s, winning work of the Nobel Prize in 1985,

followed by the Fractional Quantum Hall Effect [5] by H. L. Tsui et al. and the theoretical

works of Laughlin. [6–8]

1
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In the early 1980’s, the progress in growth and lithographic techniques allowed the

study of the electronic confinement of almost-one dimensional structures, called quantum

wires. [9] Subsequently, the quantization of the electrons in quasi-zero dimensional struc-

tures provided the emergence of quantum dots (QDs), firstly synthesized by scientists from

Texas Instruments Incorporated. Reed et at reports the quantum dot growth by lithography

techniques. [10] Afterward, research centers such as AT & AT Bell Laboratories [11, 12]

and Bell Communication [13] reported the creation of quantum dots with diameters between

30-45 nm.

Quantum dots [14] are semiconductor nanostructures of dimensions as small as

10−8 and 10−6 m [15] whose controllable properties allow several theoretical studies and

experimental manipulations. The description of quantum mechanics is used to analyze

the properties of electrons and holes confined in the three spatial dimensions within the

quantum dots. Due to this characteristic, quantum dots are usually known as almost-zero

dimensional structures. This three dimensional confinement provides the quantization of the

quantum dots states in discrete energy levels similar to an atom. [16] Optical transitions are

thus allowed between these levels according to the selection rules for photon emission and

absorption. Thus, the optical and electronic properties are directly and indirectly detectable

from the light interaction. [2, 17]

Although the quantum dots are called as artificial atoms, there are considerable

differences between an artificial and a natural atom. Concerning the electronic structure

of quantum dots, the separation between energy levels can be in the order of meV and the

external control of the confinement potential can be attained, while in natural atoms, the

separation of energy levels is in the order of eV.

The possibility to modify the geometry of confinement and the carrier dynamics

through the application of external electromagnetic fields opens a wide range of studies.

It is possible, for instance, to analyze the behavior of one or more particles bound in a

parabolic potential induced by a magnetic field, the quantization of Landau levels, the ra-

diative recombination of carriers, and so on. Among several theoretical frameworks, the

k·p Fock-Darwin description of confined carriers in quantum dots under the influence of an

external magnetic field is notorious for its simplicity. Also, the relative small number of

electrons favor the study of these systems by using first principle simulations, or ab initio
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methods. Both treatments, k·p and ab initio simulations are combined within this Thesis.

In addition, it is interesting to note that QDs can be structurally coupled, as in the

case of self-organized systems or optically coupled via light interaction. The flexibility of

manipulating the energy levels through the incidence of electromagnetic fields makes the

QDs attractive to the scientific community, providing advances in the segments of optical

detectors, transport, Rabi oscillations, decoherence, and quantum computing. An interesting

study of the QDs dynamics as qubits was done by Loss and Divicenzo. [18]

Currently, several QDs growth processes are available that control their shape and

radius. The control of the QDs geometry depends on the pressure and temperature during

the growth process: chemical techniques, [19] lithographic, and MBE or MOCVD (Metal-

Organic Chemical Vapor Deposition). Self-assembled QDs, grown by MBE and MOCVD,

attracted the attention of the scientific community for applications in electronic semiconduc-

tor devices, such as the buildup of high temperature lasers and quantum computing schemes,

wherein different lattice parameters of deposited materials lead to unavoidable strain fields

and the possibility to form electron traps.

With the advent of the spintronics, the efforts for the manipulation of spins in

semiconductor nanostructures became evident in several areas including Condensed Mat-

ter and Quantum Information. The first proposal for spin manipulation in nanostructures

was introduced by Datta-Das, [20] wherein the authors explore the effects of the spin-orbit

interaction in a 2D gas in order to manipulate and detect the polarized spins. In this way, spin

and charge carry information. The spin control is particularly interesting for the construction

of quantum computing devices because its operation is based in a coherent superposition

of quantum states of two-electronic levels. [18] The understanding of the mechanisms

that destroy the states superposition becomes crucial for modeling this systems. [21] The

spin-orbit coupling is a potential source of spins relaxation, allowing the mixing of spins

states. [22, 23] Thus, the combination of spin-effects, geometry, and strain is a topic of

interest and one of the motivations of this Thesis. Within this search, the introduction of

spin-orbit coupling effects is unavoidable.



1. Introduction and motivation 4

1.1 Manganese, cadmium selenide and indium arsenide

Cadmium selenide (CdSe) is a II-VI semiconductor material. The most stable

phases are zinc blend (ZB), wurtzite (WT), and rock salt (RS). [24] The experimental lattice

parameter in zinc blend phase assumes 6.05 Å and the bulk modulus 53.0 GPa. CdSe shows

a direct band gap in the gamma point, namely, 1.90 eV. [25] By growing the CdSe QD

on another substrate material, an unavoidable strain occurs due to the lattice parameters

difference. In this Thesis, we analyzed the CdSe QDs grown on zinc selenide (ZnSe)

substrates. Zinc selenide crystallizes in zinc blend phase with 5.67 Å and 2.82 eV of lattice

constant and gap energy, [24, 26, 27] respectively. In turn, indium arsenide (InAs) is a III-V

semiconductor widely employed in nanoelectronic devices based on quantum well structures.

[28] The stable phase of the bulk InAs is the zinc blend, having a cubic lattice parameter of

6.06 Å length and a narrow band gap of 0.42 eV, [29] with a strong non-parabolicity of the

conduction band. In this work, we studied the InAs QDs within gallium arsenide doped with

antimony (GaAs:Sb).

The formation of semiconductor QDs inside the host materials induces strain, com-

pressing the bond lengths and introducing some perturbations in the chemical environment

of the solid. Setting the CdSe QDs diameter between 2.0-7.0 nm leads to the emission

between 450-650 nm. [30] Changing the composition to CdSe1−xTe1−x and radius 5.0 nm,

the emission appears between 610-800 nm. Thus, the notoriety for the particular case of

CdSe QDs is the photo-stability, wherein the composition plays a key role. Usually, CdSe

QDs passivated with zinc sulfide (ZnS) [31] have been used in medical [32] and biological

[33] applications, preserving the core from oxidation and also promoting an increase in the

photoluminescence. Usually, the InAs QDs are grown on gallium arsenide. [34] The charac-

terization of the atom-like energy levels of InAs QDs are presented, for instance, in Ref. [35].

Within the effective mass theory, strain effects in InAs QDs were studied in Ref. [36]. These

properties have an intrinsic dependence on the QD diameter and composition, determining

the confinement profile, and have become one of the problems tackled and discussed here.
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1.2 Transition metal dichalcogenides

The transition metal dichalcogenides (TMD) are composed by a transition metal

and a chalcogen atom, such as molybdenum and sulfur, respectively. The transition atoms

in the layer are strongly bonded while the atoms between the layers are linked by van

der Waals (vdW) forces. [37] Due to layers formation, it is possible to exfoliate the bulk

in thin layers and study them individually. Commonly, each layer is composed by three

atomic planes with thickness around 6.0-7.0 Å. Furthermore, the structure of the TMD is

composed by hexagonal layers. In general, the TMD material crystallizes in the hexagonal

(2H) (P63/mmc), trigonal (1T) (P3m1) [38] and rhombohedric (3R) (R3m) forms1, [39]

wherein the most of TMDs prefer 2H geometry.

The TMD are intensely studied due to the wide range of applications and the possi-

bility to constitute layered materials, used in several areas. [40–43] In addition, TMD attracts

the attention due to its applications in 2D nano-devices. [44] First-principles calculations

based on the density functional theory can foresee new materials and their electronic and

chemical properties. The pioneer 2D material obtained was graphene, attracting attention of

the solid-state community due to the interesting electronic, optical, thermal, and mechanical

properties. [45] Moreover, graphene is still explored in several studies. [46] The intensive

study of graphene increased the interest in others two-dimensional materials. From that

point, new 2D materials have been exfoliated from their bulk structures.

Figure 1.1: 2D materials. On the left, a bulk material composed by several 2D monolayers. The in-plane bonds
are covalent and the growth direction are related to the weak van der Waals forces. On the right, we represent
the mechanical exfoliation technique. The 2D monolayer has been removed from the bulk material followed
by the optical characterization, determining where the material will be deposited on the layer.

1The 2H and 1T are also called Octahedral and Trigonal Prismatic structures.
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In Fig. 1.1, taken from Ref. [47], we represent a bulk formed by several monolayers

in the left and the mechanical exfoliation process in the right. The exfoliation is performed

together with the optical characterization to determine where the material will be deposited

on the substrate. However, the time used to produce the new layers is the major disadvantage.

As mentioned above, the gap values of the TMD semiconductors can be tuned according

to the experiment. By applying external voltages, by inserting or removing the number of

layers, it is possible adjust the gap, which changes the confinement profile and, consequently,

modifies the optical and electronic properties of these solids. Moreover, some 2D materials,

such as HFSe2 and HF2, have considerable mobilities of carriers and electron masses along

Γ-M direction. [47] However, several band structures parameters, such as effective masses

and carrier mobility, are not available in the literature. Thus, the density functional theory is

used in order to determine these values with high accuracy. The spin-orbit coupling in TMD

is strong due to d-orbitals of metal ions. The inversion symmetry in bilayer of MoS2 can be

controlled by applying an electric field perpendicular to the layer. [38]

Molybdenum disulfide (MoS2) has been widely used in several areas of research,

such as photoelectrochemistry [48] and photovoltaics [49], due to its electronic, optical

[50] and catalyst properties. Single MoS2 layers have been explored due to their potential

applications in electronics and nano-devices. [51] MoS2 bulk semiconductor shows an

indirect gap of 1.2 eV, however the monolayer presents a direct forbidden region of 1.8 eV.

[38] Molybdenum disulfide belongs to the P63/mmc space group. [47] The hexagonal lattices

constants are a=3.16 and c=12.58 Å. [38, 52] The gap modulation by the number of layers

allows foreseen their use for phototransistor architectures. [53]

Figure 1.2: A layer of molybdenum disulfide (MoS2). Panel (a) indicates the single MoS2 layer and panel (b)
the monolayer multiplied by eight in the lateral direction.

The emergence of new technological devices has been the topics of research of

several groups. [46] Dolui group shows that the MoS2 conductivity depends on the charge

polarity trapped at the interface. [54] However, p- and n-types conductivities are observed
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when the MoS2 is deposited on the SiO2 substrates. [55, 56] The effect of substrates on

the electronic properties of these 2D systems is a current investigation trend. A wide range

of possibilities can be opened by varying the chemical environment and by the potential

functionalization of the surfaces, as discussed in this Thesis.

1.3 Thesis scope

The main object of this Thesis is to tackled problems related to the properties of

confined semiconductors systems. For this, in chapter 2, we present the methodological

backgrounds of the electronic structure characterization that provide the bases for the theo-

retical investigations. In particular, the general aspects of the crystal symmetry and properties

of solids are presented in chapter 2. After that, the k·p method is discussed to describe the

electronic structure of semiconductors. The atomistic effects are analyzed within the density

functional theory. Here, the Projector Augmentation Waves (PAW) method was used, as

implemented in the Viena ab initio Simulation Package (VASP).

One of the questions to be answered in this Thesis concerns the spin modulation

with geometry, strain, and impurities, all combined within the same framework. In general,

these effects are tackled separately so that their relative importance can seldom be weighted.

We are able to describe how they impact the spin ground state under the influence of a

magnetic field. The results of the electronic structure calculations for CdSe quantum dots and

InAs rings are shown in chapter 3. The shape and the quantum confinement are emulated

through a variable potential. A more realistic implementation of the theoretical model is

given by the external asymmetries and the spin-orbit coupling. In addition, the introduction

of magnetic impurities allows to study the exchange interaction coupling between the s-p

states of the host material and d levels of the impurity. The exchange interaction coupling

was also investigated at atomistic scales using first principles calculations within the density

functional theory framework, wherein a manganese (Mn) atom enters replacing the cadmium

and zinc atoms in cadmium selenide (CdSe) quantum dots embedded in a zinc selenide

(ZnSe) host material. Interstitial manganese atoms inside the crystal were also implemented

to contrast various configurations. The interplay between the results of the k·p method and

density functional theory is characterized through the effective Lande-factor.
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Several imperfections can also occur in the growth process of the semiconductor

nanostructures. In general, the presence of the imperfections in the crystalline structure

distorts the electronic structure of the materials, providing new effects. The defects can

be reproduced by the introduction of magnetic impurities, interstitial atoms and, the most

common, vacancies. Thus, taking advantage of the first-principles calculations, the aim of

chapter 4 is to provide the theoretical bases to explain the magnetism induced by vacancies

in CdSe quantum dots embedded in ZnSe host material observed in the experiments. For

this, several vacancies positions of Cd, Se and Zn atoms were created for the analysis of the

magnetic moment and formation energy.

Based on experimental motivations, in chapter 5 we show the results of the ad-

sorption of organic azobenzene molecules on the surface of molybdenum disulfide (MoS2).

Using the density functional theory, the azobenzene molecule was studied in its cis and trans

isomers in gas phase. Concomitantly, the electronic properties of MoS2 were also explored,

showing the band gap transition from indirect (bulk) to direct (layer). The understanding

of the quantum confinement within MoS2 plays a key role to study the electronic states of

the azobenzene on the layer. Thus, various configurations of the azobenzene molecule were

placed on the MoS2 layer, where the adsorption properties, the work function, the charge

transfer, and the stability of the configurations were analyzed and contrasted to determine

the most stable and energetically favorable structure.

A brief summary of the results and the future perspectives are presented in chapter

6. In the appendices, we show the details of the calculations performed in the chapters. In

appendix A, we present the calculations of the spin-orbit coupling, including the asymmetric

perturbative potentials for conduction and valence bands. The bump size in the potential

profile is verified in the appendix B and the Luttinger calculations are demonstrated in the

appendix C. The appendix D shows the details of the exchange interaction calculations. In

the appendix E, we present the theoretical approach and the computational details used to

obtain the results of this Thesis.



Chapter 2

Backgrounds for the electronic structure

simulations

The three-dimensional periodic arrangement of crystals simplifies the theoretical

description of the materials, allowing to link the real experiment and data analysis. There

is a wide range of structures formed by different combinations of atomic species, wherein

the introduction of the external forces, pressure and fields can result in distortions in the

crystal. The intense search for the construction of electronic nano-devices, has promoted the

evolution of techniques to study and simulate solids. In our case, the k·p method and density

functional theory (DFT), or the interplay between them, were used to describe the electronic

systems analyzed in this Thesis.

Both methods, k·p and DFT, are within the scope of many-particle physics. The

k·p method is used to determine the details of the band structure in the neighborhood of an

arbitrary k0 point. The consistency and flexibility allow to emulate the optical and electronic

properties of solids. The parameters used in the k·p theory are obtained from experimental

techniques or ab initio calculations. [57] On the other hand, the density functional theory is

used for investigations at atomistic scales using first principles methods. Here, mechanisms

to address the electronic structure of systems of interest were introduced by complementing

methodologies. So, when necessary, both DFT and k·p, will be used for modeling the

problems tackled in this work. These tools are essential to understand the matters discussed

in this Thesis. Thus, in the following subsections we present the theoretical foundations that

support the obtained results, discussed in the following chapters of this Thesis.

9
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2.1 Crystal symmetry and properties of solids

The periodic arrangement of atoms in the lattice defines a crystal. Due to the

technological applications, [3] the crystalline materials are widely studied. The crystals

are described by their symmetry operations. The translations group and point operations,

such as rotations, reflections and inversions, define the space group of the crystal. The

non-crystalline materials receive a separate treatment because their atoms are randomly dis-

tributed. Unavoidable imperfections during the crystal growth, such as vacancies, impurities,

and extra interstitial atoms can determine new effects in the optical and electronic properties

of the crystal. In the next sections, we present the crystal properties and this theory will

permeate all this Thesis.

2.1.1 Lattice and unit cells of crystal structure

The advancement of the theoretical descriptions allows to emulate the electronic

structure of real experiments and foresee new optical and electronic properties of bulk crys-

tals. The periodic arrangement in crystalline solids are described by the Lattice Bravais

concept, wherein the position R is specified as a function of the primitive lattice vectors

ai, i = 1, 2, 3, given by the relation R = n1a1 + n2a2 + n3a3, wherein n1, n2 and n3 are

integers. Therefore, the crystal lattice is described by the primitive vectors. The primitive

cell is a cell with a minimum volume and, when translated by the Bravais vectors, occupies

the whole space and its vectors are called primitive basis vectors. A unit cell is larger than

the primitive one, which can be translated and fill the space region, reproducing a similar

region of the crystal. [2] The lattice parameters are the vectors which describes the unit cell.

The periodic arrangement of the crystal defines the reciprocal lattice.

Due to the diversity of crystal lattices, it is appropriate to analyze the symmetry

of the unit cell. The point symmetry determines fourteen different lattices and the cells are

organized in seven groups: triclinic, monoclinic, orthorhombic, tetragonal, cubic, trigonal,

and hexagonal. [58] The geometry of the cubic systems can be separated into simple cubic,

body-centered cubic and face-centered cubic. In addition, it is convenient to specify a

orientation for the lattice planes using the reciprocal lattice. Thus, the Miller’s indices are

introduced as the weight of the components of the smallest vector of the reciprocal lattice
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normal to that plane.

Figure 2.1: Crystal symmetry of solids. In panel (a) are depicted the Miller indexes and their respective planes.
Panel (b) represents the cubic face centered unit cell for cadmium selenide bulk structure. Parts (c) and (d)
show the primitive cell and the first Brillouin zone for the face centered cubic unit cell, respectively.

The III-V nanoscopic systems crystallize in zinc blend (ZB) structure. The ZB

phase consists in two interpenetrating face centered cubic lattices placed at a
4 along the main

diagonal of the cube, wherein a is the lattice vector. The ZB is not a Bravais lattice due to

its atomic composition. The first Brillouin zone of the reciprocal lattice is a truncated octa-

hedron, wherein the top of the valence band occurs at the Γ-point. [59] The crystallization

of the ZB differs from wurtzite (WT) only by the spatial arrangement of atoms in the lattice.
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The space lattice of the WT is composed by a hexagonal structure in four interpenetrating

lattices, [60] wherein the basis a1 and a2 are two identical atoms associated to each point of

the lattice and the a3 axis is perpendicular to them. [58]

2.2 k·p method

Within the many body problem, a consistent analysis of the electronic and optical

properties of solids can be performed using the k·p method. [61–68] Taking advantage of

the lattice periodicity, the method allows to determine an effective Hamiltonian of the system

within the mean field approach. The wavefunction is expanded in terms of the k vectors.

Thus, the k·p approach is a consistent mathematical tool for the investigation of the electronic

stracture in a neighborhood of an arbitrary point, and the validity of the method is restricted to

this neighborhood. In fact, the k·p approach is based in the determination of the Hamiltonian

in a representation which couples the energy states in the k=k0 point in order to solve the

eigenvalue equation, introducing the appropriate approximations. In this Thesis, we used

the parabolic approximation for the conduction band and the Luttinger model for the valence

band. Due to the versatility and relatively simple mathematical manipulation, the k·p method

is widely used in the study of the band structure of materials. In addition, the Brillouin

zone is fully described by increasing the number of wavefunctions. The diagonalization of

the effective Hamiltonian chosen at k point must provide the energy states. A complete

description of solids is conditioned by a previous determination of material parameters,

which is given by experimental data or first principles calculations.

2.2.1 k·p Hamiltonian

The mathematical modeling of a solid must include all the interactions between

electrons and nuclei. Each carrier is subjected to the interaction with other carriers in the

lattice under an effective potential. Thus, the strategy adopted is to assume a charged carrier

moving in a crystal lattice under the influence of the mean field due to the periodic potential

U(r + R) = U(R), wherein r is a vector of the Bravais lattice. The eigenvalues is obtained

by solving the Schroedinger Eq. (2.1):
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H0Ψk(r) = εΨk(r), (2.1)

where H0 =
p2

2m0
+ U(r), with p=−i~∇ is the linear momentum operator and m0 is the free

electron mass. Due to the crystal periodicity, the eigenstates of the wavefunction can be

expanded according to the Bloch theorem: [2]

Ψnk = eik·runk(r), (2.2)

where unk(r) is the Bloch wavefunction, k the wave vector and n the band index. Expanding

the operator H(k) = e−ik·rH0eik·r in Taylor series,

H(k) = H0 − ik · [r,H0] −
1
2

∑
i j

kik j[ri, [r j,H0]] + . . . , (2.3)

where the commutators are [r,H0]=i ~m0
p and [ri, [r j,H0]]=−i ~

2

m0
δi j, neglecting the higher

order terms. Replacing the anti-commutators in Eq. (2.3), the result is:

H(k) =
p2

2m0
+ U(r) +

~k2

2m0
+
~

m0
k · p. (2.4)

By using the Bloch theorem, it is interesting to rewrite (2.4) in the following way:

[
H(k0) +

~k2

2m0
+
~

m0
k · p

]
unk(r) = ε(k)unk(r). (2.5)

Expanding the Bloch functions unk in terms of the un′k0 in the k = k0,

unk(r) =
∑

n′
cnn′(k)un′k0(r). (2.6)

After some algebraic manipulations,

∑
n′

{[
εn(k0) +

~2

2m0
(k)

]
δn′n +

~

m0
(k)pn′n(k0)

}
cn′n = εn(k)cn′n, (2.7)
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where pnn′=
∫

Ω
unk0(r)

(
~
i∇

)
un′k0(r)dr, Ω are the unit cell volume in a real space and

H(k0)unk0(r)=εn(k0)unk0(r0). [69, 70]

Until here, the discussion does not include the spin-orbit (SO) interaction. The

spin-orbit coupling is the interaction of the spins with the orbital angular momentum and

determines how the orbital motion of electrons are affected. The lifting of the valence band

degeneracy due to the SO interaction in k=0 originates the light (LH), heavy holes (HH)

states and the split-off band separated by the gap energy ∆. In the absence of the spin-orbit

interaction, the Γ-point in the valence band is triply degenerate. Thereby, the spin-orbit

Hamiltonian (HS O) should be added in the k·p Hamiltonian (2.7), [71]

HS O =
~

4m2
0c2

(∇U(r × p)) · σ, (2.8)

where c is the speed of light in the vacuum, ∇U(r) the crystalline potential gradient U(r), p

the electronic momentum and σ the spin Pauli matrices,

σx =

0 1

1 0

 ; σy =

0 −i

i 0

 ; σz =

1 0

0 −1

 . (2.9)

Eq. (2.8) describes the spin-orbit coupling in the presence of a crystalline potential,

U(r). Adopting the same procedure as used in the case without spin-orbit coupling (2.7),

[
p2

2m0
+ U(r) +

~2mk2

2m0
+
~

m0
k · π +

~

4m2
0c2

(p · σ × U(r))
]

un,k = εn(k)un,k, (2.10)

where, π = p + ~
4m0c2σ × U(r). [27] Therefore,

[
H0 + HS O +

~2k2

2m0
+
~

m0
k · π

]
. (2.11)

However, within the SO approach, the spin σ is not a good quantum number. As

shown in Eq. (2.11), the band index n is common for the orbital motion and the spin degree

of freedom.
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2.2.2 Effective mass approximation

Several interactions affect a particle moving in a crystalline lattice, which would

be an obstacle to the description of the physical systems of interest. Assuming that the

band structure does not show degeneracy in the expansion point k0 and has an extreme at

this point, all lattice interactions can be included in an effective mass equation. By using

quantum mechanics techniques, the eigenfunctions unk and eigenvalues εnk can be expanded

until second order in k at the neighborhood of the k0 point for the unperturbed wavefunctions

unk and eigenvalues εnk using perturbation approaches, [27, 58–60, 71]

unk = unk0 +
~

m

∑
n′,n

〈unk0 |k · p|un′0〉

εnk0 − εn′k0

un′k0 (2.12)

and

εnk = εnk0 +
~2k2

2m
+
~2

m2

∑
n′,n

|〈unk0 |k · p|un′k0〉|
2

εnk0 − εn′k0

, (2.13)

where the linear terms in k vanish since εnk0 was assumed to be an extreme. Therefore,

Eq. (2.13) is rewritten as follow:

εnk = εnk0 +
~2k2

2m∗
, (2.14)

where m∗ is the effective mass of a carrier subject to a mean field approach. After some

algebraic manipulations, Eqs. (2.13) and (2.14) become

1
m∗

=
1
m

+
2

m2k2

∑
n′,n

|〈unk0 |k · p|un′k0〉|
2

εnk0 − εn′k0

. (2.15)

Eq. (2.15) determines the effective mass of a carrier in a non-degenerate band,

describing the coupling between the electronic states via k·p approach. By using group

theory, it is possible to determine the un′,k0 symmetries and analyze the coupling between the

bands. Note that m∗ = m0 for an empty lattice U(r) = 0. [59]
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2.2.3 Envelope function approach

The k·p method discussed until here takes advantage of the crystal periodicity.

However, the introduction of defects, impurities, external electric and magnetic fields remove

the crystal symmetry and, consequently, the nanostructure becomes non-periodic. Thus, the

Bloch theorem loses its validity. This issue is addressed by the envelope function approach.

[59, 72–74] In order to demonstrate the envelope function approach, it is assumed a hetero-

junction composed by two crystal materials, A and B, disregarding the lattice parameter

mismatch from the different materials. Supposing that the periodic part of the Bloch wave-

function is the same in the materials at the k0 point (uA
nk0

(r) = uB
nk0

(r) = unk0(r)) and the

solutions match across the boundaries, the wavefunction can be expanded in the following

way: [75]

Ψ
(A,B)
n,k (r) =

∑
n

F(A,B)
n (r)u(A,B)

nk0
(r), (2.16)

where u(A,B)
nk0

(r) are the periodic Bloch functions expanded for both A and B materials, F(A,B)
n (r)

are the envelope functions to be determined and n are the states considered in the calcula-

tion. In addition, the envelope functions are assumed to be smooth and the potential in the

materials varies in a scale larger than the lattice parameter of the materials. Therefore, the

envelope functions vary slower than the Bloch functions. [27, 76] A visual representation of

the envelope function approach is given in Fig. 2.2, taken from Ref. [27]:

Figure 2.2: At the upper part of the Fig. the wavefunction expansion is depicted, where the slow and faster
oscillation correspond to the envelope and the Bloch functions, respectively. At the bottom of the Fig. the
potential that models the wavefunction is shown.

By assuming that the wavefunction is continuous at the intersection region, the en-

velope functions has the same shape F
(A)
n (r, z0) = F

(B)
n (r, z0), where z = z0ẑ is the separation

between the materials. Thus, the envelope functions are given by:
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F(A,B)
n (r, z) =

1
√

S
eik·rχ(A,B)

n (z), (2.17)

where r is the position vector, S the area in the same plane and χ(A,B)
n (z) a function of the A

and B materials. Therefore, the wavefunction for A and B materials is obtained by replacing

Eq. (2.17) in (2.16). [59, 75]

2.2.4 The Kane Approximation and Luttinger Hamiltonian

The optical absorption and the band structure calculations can provide interesting

analysis about the electronic states occupation. The mixing of hole states, non-parabolicity

and spin effects determines essential information about the material. The k·p model can

study these effects, wherein the band structure parameters must be previously known. Using

the k·p perturbation theory developed by Löwdin, [77] Kane [61] solved the Schroedinger

Eq. exactly within a restricted basis set at k = 0 point. [78–80] In this model, all k·p

interactions are taken exactly in the calculation of the bands Γc
8, Γc

7, Γc
6, Γv

8 and Γv
7, while the

other bands are treated using second order perturbation theory. [27]

The Kane basis can be given as a function of the angular momentum, [81] Jx, Jy

and Jz, and a convenient representation of k·p model is introduced by a 8×8 matrix, which

describes the valence and conduction bands. The 8×8 Kane Hamiltonian is used to describe

narrow gap semiconductors, where the coupling between the conduction and valence bands

must be taken into account. However, for large gap energy semiconductors, the inter-band

energy coupling can be neglected. In such cases, the 6×6 Luttinger-Kohn Hamiltonian

describes the behavior of heavy holes, light holes and split-off states. [63] In turn, the

4×4 Luttinger Hamiltonian details the four hole states and the split-off band is considered

uncoupled from the hole states. [65]

Concerning the total angular momentum |J,m j〉, an analysis of the high symmetry

points indicates that the conduction band has angular momentum L=0 and spin S=1
2 . Thus,

the point Γ6 has total angular momentum |1/2,±1/2〉. In the valence band, the angular

momentum assumes L=1 and spin S=1
2 , wherein |3/2,±3/2〉, |3/2,±1/2〉 correspond to HH

and LH states in the Γ8 point. In the same way, Γ7 has |1/2,±1/2〉 for the split-off states.

For all the problems tackled in this Thesis, the quantization axis for the angular momentum
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is assumed along the crystallographic direction [001] and the basis ordering is given by:

[27, 72, 75]

∣∣∣∣∣12 ,+1
2

〉
=

1
√

3

∣∣∣∣∣ (X + iY) ↓
〉

+
1
√

3

∣∣∣∣∣Z ↑ 〉
; (2.18)

∣∣∣∣∣12 ,−1
2

〉
= −

1
√

3

∣∣∣∣∣ (X − iY) ↑
〉

+
1
√

3

∣∣∣∣∣Z ↓ 〉
; (2.19)

∣∣∣∣∣32 ,+3
2

〉
=

1
√

2

∣∣∣∣∣ (X + iY) ↑
〉
; (2.20)

∣∣∣∣∣32 ,−3
2

〉
=

1
√

2

∣∣∣∣∣ (X − iY) ↓
〉
; (2.21)

∣∣∣∣∣32 ,+1
2

〉
=

1
√

6

∣∣∣∣∣ (X + iY) ↓
〉
−

√
2
3

∣∣∣∣∣Z ↑ 〉
; (2.22)

∣∣∣∣∣32 ,−1
2

〉
= −

1
√

6

∣∣∣∣∣ (X − iY) ↑
〉
−

√
2
3
|Z ↓

〉
; (2.23)

∣∣∣∣∣12 , 1
2

〉
=

1
√

3

∣∣∣∣∣ (X + iY) ↓
〉

+

√
1
3
|Z ↑

〉
; (2.24)

∣∣∣∣∣12 ,−1
2

〉
= −

1
√

3

∣∣∣∣∣ (X − iY) ↑
〉

+

√
1
3
|Z ↓

〉
. (2.25)

The Luttinger matrix and the hole states are presented in the appendix C. The

Luttinger parameters can be obtained by first principles calculations or through experiments.

Figure 2.3: A schematic representation of the band structure for III-V semiconductors in the presence of spin-
orbit interaction. The forbidden region E0, between the conduction and valence bands, is also represented . The
spin-orbit coupling introduces the energy gap, ∆0, lifting the spin degeneracy between the heavy, light holes,
and the split-off subbands.
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In the Fig. 2.3, taken from Ref. [27], the band structure is represented for III-V

semiconductors in the presence of the spin-orbit interaction. The spin-orbit lifts the spin

degeneracy between the heavy, light holes, and the split-off subbands by including the energy

gap, ∆0, in the valence band.

2.3 Density functional theory

The exact diagonalization of the Schroedinger Eq. occurs only for simple systems,

such as one particle under an external potential. However, for problems where the atomistic

description is relevant, the many body effects must be included in the calculation in order

to compute all interactions of the lattice. Furthermore, by increasing the number of atoms,

the number of local minimums in the surface potential energy becomes higher. In this way,

to determine the global minimum, all local minimums must be analyzed, increasing the

computational efforts to model these systems. Thus, in the next section 2.3.1, we present the

many body problem (MPB) and the computational treatment within the density functional

theory (DFT).

2.3.1 The many body problem

In many cases, the interaction between charged particles in a solid can not be sim-

plified to a single particle solution. A detailed study of interacting systems at a microscopic

level needs a quantum mechanics description. The presence of many charged carriers in a

solid characterizes the MBP, whose Hamiltonian is given by:

H(r,R) =

N∑
i=1

(
−
~2

2me
∇2

i

)
+

M∑
α=1

(
−
~2

2mα

∇2
α

)
+

1
8πε0

N∑
i=1

N∑
j=1
i, j

e2

|ri − r j|

+
1

8πε0

M∑
α=1

M∑
β=1
β,α

ZαZβe2

|Rα − Rβ|
−

1
4πε0

M∑
α=1

N∑
i=1

Zαe2

|ri − Rα|
, (2.26)

where the first term corresponds to the electron kinetic energy, me is the electron mass,

∇i the Laplacian acting on the electronic coordinates. The second term defines the kinetic
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energy of the nuclear motion, wherein mα indicates the nuclei mass and ∇α the Laplacian

operating on the nuclear coordinates. The third term determines the interaction between the

electrons i and j, wherein e is the fundamental charge and ε0 is the vacuum permeability. The

fourth term indicates the interactions between α and β nuclei, where Zα and Zβ represent the

nuclear atomic numbers, respectively. Finally, the last term denotes the interaction between

electrons and nuclei. The difficulty in solving this Eq. is due to the large number of variables,

because the MBP must consider the wavefunction of multielectronic atoms. In this way, it is

interesting to adopt techniques and approaches for the most skillful resolution of the MBP,

which allow to reduce the computational costs.

2.3.1.1 Born-Oppenheimer approximation

The mass of the nuclei is much larger than the mass of the electrons in a solid.

Consequently, the speed of the electrons reaction to perturbations is greater than the nuclei.

Therefore, the electronic movement becomes practically instantaneous in relation to the nu-

clear movement. For each nuclear position, the electrons are able rearrange themselves fast.

Thus, the Born-Oppenheimer or Adiabatic Approximation (BOAP) considers the electronic

and nuclear motion decoupled, [82]

Ψel,k(ri,Rα) = Ψel(ri,Rα)Ψk(Rα), (2.27)

where ri and Rα are the electronic and nuclei coordinates, respectively, indicating different

electronic positions for each nuclei configuration. Therefore, the electronic energy depends

on the electrons and nuclei positions. Moreover, the total Hamiltonian is composed by the

electronic and nuclei parts: H(ri,Rα)= Hel(ri,Rα)+Hk(Rα). Thus,

Hel(r,R) =

N∑
i=1

(
−
~2

2me
∇2

i

)
+

1
8πε0

N∑
i=1

N∑
j=1
i, j

e2

|ri − r j|
−

1
4πε0

M∑
α=1

N∑
i=1

Zαe2

|ri − Rα|
, (2.28)

is the electronic Hamiltonian. The nuclei is under the mean field originated by the electrons,

wherein the electronic energy is the potential energy for the nuclei. The nuclei Hamiltonian

is written as:
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Hk(Rα) =

M∑
α=1

(
−
~2

2mα

∇2
α

)
+

1
8πε0

M∑
α=1

M∑
β=1
β,α

ZαZβe2

|Rα − Rβ|
. (2.29)

In addition, the solution of the nuclei part includes the vibrational, translational, and

rotational motions. Thus, when the electronic and vibrational states are strongly coupled,

the BOAP loses its validity. [83, 84] However, the many electrons treatment prevents its

analytical solution. In this context, some approximations were proposed to overcome the

many electrons problem, such as the wavefunction methods of Hartree and Hartree-Fock.

[85, 86] The Hartree method consists in a tentative multielectronic wavefunction written as

function of the monoelectronic orbitals, neglecting the electronic and correlation effects,

overestimating the energy of the system due to the Hartree potential. Fock and Slater

proposed an antisymmetric wavefunction written as function of the atomic orbitals in the

Slater determinant, satisfying the Pauli Principle and including the electronic exchange.

However, in the Hartree-Fock self-consistent method, the Coulomb integral cancels exactly

the exchange term for the same orbital. In order to improve the Hartree-Fock method, new

wavefunctions methods were proposed, [87] although the high computational efforts become

an obstacle to perform larger calculations.

2.3.2 Density functional theory

The density functional theory (DFT) is an alternative approach to the wavefunction

methods. [88, 89] DFT uses the electronic density of the system to emulate the electronic

structure of the materials. DFT is widely used because of the smaller computational cost

compared to the wavefunction methods. Thus, it is feasible to treat larger systems using

DFT. The first proposal was introduced by Thomas-Fermi (TF) model, [90, 91] where the

total energy of the system is given by the electronic density functional of non-interacting

homogeneous electron gas, leading to inaccuracies in the description of the electronic distri-

bution. In TF model, the space is divided into small 3D cubes containing a fixed number of

fermions with independent behaviors. For small volumes, the TF model introduces a kinetic

energy functional, wherein an important advance in the density functional theory was given:

the local density approximation (LDA).
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2.3.2.1 Hohenberg-Kohn theory

The modern ab initio theories began with the Hohenberg-Kohn (HK) [88] theory

describing the non-homogeneous electrons gas, being the basis of the density functional the-

ory. The purpose of the HK theory is to determine the ground state properties as functionals

of the electronic density. The main idea of the HK approach is to show that any property of

a system of many interacting particles can be determined as a functional of the ground state

density. Thus, the two theorems of Hohenberg-Kohn consider N electrons under an external

potential. Essentially, the Hohenberg-Kohn theorems allow to use the electronic density to

find the state and the energy functional to describe exactly the ground state of the system.

The theorems are described as follows: [88]

1. The external potential Vext is determined in a unique way, except by one constant,

through the electronic density ρ0(r).

• Corollary: The many body wavefunctions for all states are determined by the

obtained Hamiltonian of the system, except for a constant shift. In addition, all

properties of the particle system are determined by knowing only the ground state

density.

2. For a given external potential, a universal functional for the total energy of the many

body system, written in terms of the electronic density, can be determined. For any

particular Vext, the ground state of the particle system is obtained through the minimum

value of the energy functional and the density that minimizes the functional is the exact

density of the ground state.

• Corollary: Only the energy functional is enough to determine the exact density

of the ground state. However, excited states must be obtained by another method.

Concerning the first theorem, two particle system under different external potentials

can not lead to the same ground state of the electronic density. The possibility to determine

the ground state of the system through the minimization of the energy functional given as a

function of the electronic density allows to obtain the solution of the many particle system.

However, the HK theorems do not specify how to obtain the electronic density or the basis

for the constrution of the functionals. The implementation of the HK approach is given by
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the Kohn-Sham (KS) scheme, presented in the next section, wherein the original many body

problem is replaced by an auxiliary independent particle system.

2.3.2.2 Kohn-Sham theory

In the Kohn-Sham (KS) strategy, [89] the MBP is replaced by an auxiliary system,

assuming that the ground state density of the original system is equal to a chosen non-

interacting system. In this context, it is interesting to map the fermionic interactions through

a non-interacting system by adding a correction term to accurately determine the ground state

energy. This leads to independent particle Eqs. for the non-interacting system with exact

solution. The ground state energy of many particles can be obtained through the minimum

energy functional:

E[ρ(r)] =

∫
ρ(r)V(r)d3r + F[ρ(r)], (2.30)

where F[ρ(r)] = T [ρ(r)]+Vee[ρ(r)] represents the kinetic energy and the electronic potential,

respectively. The introduction of the kinetic energy functional of the non-interacting system

(Tn[ρ(r)]) in the Kohn-Sham scheme leads to the addition of the exchange and correlation

(Exc[ρ(r)]) and the Hartree (VH[ρ(r)]) terms in the functional F[ρ(r)]. Thus,

F[ρ(r)] = Tn[ρ(r)] + VH[ρ(r)] + Exc[ρ(r)]. (2.31)

The functional (2.31) can be considered universal because it is independent of the

system. The Hartree potential describes the classical interactions between the electrons. The

exchange and correlation energy is defined by:

Exc[ρ(r)] = T [ρ(r)] − Tn[ρ(r)] + Vee[ρ(r)] − VH[ρ(r)]. (2.32)

In the KS scheme, the Euler Eq. µ = v(r) + δF
δρr , where µ is the Lagrange multiplier,

becomes µ = ve f f + δTs
δρ(r) . The KS effective potential (ve f f ) and exchange-correlation potential(

vxc = δExc
δρ(r)

)
are written as follows:
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ve f f (r) = v(r) +

∫
ρ(r′)
|r − r′|

d3r′ + vxc. (2.33)

Thus,

E[ρ(r)] = Tn[ρ(r)] +

∫
ρ(r)V(r)d3r + Exc[ρ(r)] +

1
2

∫ ∫
ρ(r′)ρ(r)d3rd3r′

|r − r′|
(2.34)

and the electronic density ρ(r) =
∑N

i
∑

s |Ψi(r, s)|2. In this way, the energy is expressed in

terms of N orbitals. Therefore, the ground state of an auxiliary system of non-interacting

particles represents the ground state of the real system, correlating the many interaction

particles and non-interaction particles by adding an exchange and correlation term defined

in Eq. (2.32). In addition, the orthonormality of the wavefunctions
(∫

Ψ∗i (r)Ψ j(r)dr = δi j

)
ensures that the orbitals occupations are given by:

N =

∫
ρ(r)d3(r). (2.35)

The functional Ω[Ψi(r)] is defined for N orbitals in a non-interacting KS system,

Ω[Ψi(r)] = E[ρ(r)] −
N∑
i

N∑
j

εi j

∫
Ψ∗i (r)Ψ j(r)d3r, (2.36)

where E[ρ] is the energy functional, Ψi are the KS orbitals and εi j are the Lagrange multipli-

ers. Performing δΩ[{Ψi(r)}] = 0 in Eq. (2.36) in order to obtain the minimum energy leads

to the resolution of the Schroedinger Eq. under an effective potential:

he f f (r)Ψi(r) =

[
−

1
2
∇2(r) + ve f f (r)

]
Ψi(r) =

N∑
j

εi jΨ j(r), (2.37)

where he f f (r) is the one electron Hamiltonian under an effective potential ve f f (r) deter-

mined from the charge density, mapping the non-interacting system and leading to the addi-

tion of the exchange and correlation (vxc) term. The wavefunction of the many interacting

particles can be written according to the formalism of the Slater determinant, Ψs(r) =

1
√

N!
det[Ψ1Ψ2Ψ3 . . .ΨN]. Thus, the diagonalization of the Hermitian matrix (2.37) allows
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to obtain the KS orbitals:

[
−

1
2
∇2(r) + ve f f (r)

]
Ψi(r) = εiΨi(r); (2.38)

ve f f (r) = v(r) +

∫
ρ(r′)
|r − r′|

d3r′ + vxc(r); (2.39)

ρ(r) =

N∑
i

N∑
s

|Ψi(r, s)|2. (2.40)

The KS Eqs. must be solved self-consistently, e.g., by a interactive method, wherein

the total energy of the system is obtained from the KS scheme:

E =

N∑
i

εi −
1
2

∫
ρ(r)ρ(r)
|r′ − r′|

d(r)d(r′) + Exc[ρ] −
∫

vxc(r)ρ(r)d(r), (2.41)

where
∑N

i ε = Ts[ρ(r)] +
∫

ve f f (r)ρ(r)dr. Thus, if the exchange and correlation functional is

determined, the exact ground state energy for an interacting particle system can be obtained

by solving the KS Eqs. for non-interacting particles. Introducing N orbitals in the KS scheme

implies in the solution of N Eqs. iteratively instead of only one Eq. for charge density in the

TF model. Note that the KS Eqs. are open for improvements through better proposals of the

exchange and correlation term Exc.

2.3.2.3 Khon-Sham self-consistent cycle

As previously mentioned, the HK theorems ensure that minimizing the functional

of the electronic density, the exact energy of the ground state is determined, defining the

effective potential in a unique form. The KS scheme allows to obtain the properties of the

real system treating the independent particle system. The Schroedinger-like independent

particles Eqs. must be solved considering the effective potential and the charge density. [92]

Thus, to obtain an effective potential, the charge density must be determined. Therefore, the

KS Eqs. must be solved self-consistently, as follows:

1. Proposition of an initial charge density (ρ↑(r), ρ↓(r)) for the ground state;
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2. Determination of the KS effective potential (2.39) for the charge density proposed

previously;

3. In order to determine the KS orbitals, the Schroedinger Eq. under the effective potential

is solved and the new wavefunctions are obtained;

4. Determination of the new charge density (ρ↑(r), ρ↓(r)) using the KS orbitals obtained

in the previous step;

5. The new charge density is compared with the initial proposal by schematic conver-

gence tests. If the new charge density satisfies the convergence criterion, the self-

consistent cycle stop. Otherwise, the cycle returns to the first the step.

Figure 2.4: Visual representation of the KS self-consistent cycle. An initial charge density is proposed. The
effective potential is obtained to solve the Kohn-Sham Eq. in order to determine the new wavefunctions and
charge density. The cycle runs until the convergence of the charge density.

A visual representation of the KS self-consistent cycle is given in the Fig. 2.4,

adapted from the Ref. [92]. At the end of the KS self-consistent process, [93] the KS orbitals,
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eigenvalues, and the ground state properties are determined.

2.3.3 Exchange and correlation functionals

The main challenge in the KS scheme is to improve the precision of the exchange

and correlation functionals (XC), since there is no technique for its determination. The XC

functionals includes the electronic exchange and correlation, difference between the kinetic

energies of the non-interacting and real system, the correction of the self-interaction due to

the classical Coulomb potential expressed in the Hartree term. Intensive efforts have been

made in order to find the more precise functional. [94] In this context, the Jacob’s ladder,

proposed by Perdew, [95] is a biblical analogy to determine a divine exchange and correlation

functional. The ladder comes from the wavefunction methods, such as the Hartree-Fock

approach, till the heaven, an exact exchange and correlation functional which reaches the

higher chemical accuracy.

The Hartree-Fock method is the first step in the Jacob’s ladder because neglects

the dynamic or static electronic correlation effect. [96] The next step of the Jacob’s ladder

represents the first proposal of the exchange and correlation functionals within the density

functional theory framework, the local density approximation (LDA), studied in the next sec-

tion. In addition, several works have proposed XC functionals, however the computational

cost and the implementation are barriers to overcome. The semi-empirical functionals are

based on the parametrization of the experimental results associated with ab initio calculations

with high precision. The non-empirical functionals are based on the theoretical ideas to

improve the accuracy of calculations of the XC functionals. [96–98]

2.3.3.1 Local density approximation

The local density approximation (LDA) was introduced by Kohn-Sham in his im-

portant paper, [89] in the same article where the self-consistent Eqs. were proposed. In the

LDA approach, the electron density is described in the limit of the homogeneous electron

gas, where the exchange and correlation effects are locally applied. The electronic density

varies smoothly in the vicinity of a point r, wherein the exchange and correlation energy is a

simple integral in whole space. Each point of the electron density is assumed to be the same
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as in the homogeneous electron density. A more generalized approach than the LDA is the

local spin density approximation (LSDA). The LSDA includes the spin-polarized systems

in the calculation. The LSDA describes the electronic density in terms of spin character1

wherein the total density is given by ρ(r) = ρ(r)↑+ρ(r)↓. The LDA depends only on local

density,

ELDA
xc [ρ(r)] =

∫
ρ(r)εxc[ρ(r)]d3r, (2.42)

where εxc[ρ(r)] is the exchange and correlation energy. Due to the uniform local density of

the electron gas in the LDA approach, the exchange energy can be determined analytically

while the correlation energy must be defined by interpolation or Monte Carlo calculations.

Thus,

ELDA
xc [ρ(r)] = ELDA

x [ρ(r)] + ELDA
c [ρ(r)], (2.43)

with ELDA
x [ρ(r)] = −3

4

[
3ρ(r)
π

] 1
3 . Thus, if the exchange2 and correlation is a universal functional

and are completely determined in the limit of the homogeneous electron gas, the ground

state properties can be determined using the LSDA3 approach. However, the difficulty to

determine the correlation energy provides interesting works. Ceperly and Alder [99] verified

the correlation energy by interpolating the Green’s functions. In the same way, Vosko [100]

and Perdew [101] analyze the correlation term improving the calculations in the local spin

density approximation. Concerning the accuracy of the description, the LDA functionals

underestimate the exchange and overestimate the correlation energy, canceling the errors. A

more precise description is given by the generalized gradient approximation (GGA), studied

in the next section.

2.3.3.2 Generalized gradient approximation

The improvements in the description of the systems wherein the electronic density

is non-homogeneous are given by the generalized gradient approximation (GGA). In the

1For unpolarized spins calculations, the system is describe by ρ↑(r) = ρ↓(r) =
ρ(r)

2 .
2The exchange functional is the same of the Thomas-Fermi model.
3Due to the homogeneous properties of the electron gas, the exchange and correlation of the LDA are
considered a short range interaction.
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GGA, the electronic density gradient is included. The electronic density can vary and the

exchange-correlation is not only dependent on the LDA, but also of its local gradient. The

GGA corrects the errors of the non-homogeneity of the electronic system. Therefore, in

this method, the electronic density and its derivatives are included in the formulation of the

exchange and correlation energy, which is given by:

EGGA
xc [ρ(r)] =

∫
f (ρ(r), |∇ρ(r)|)dr =

∫
ρ(r)EGGA

xc [ρ(r), |∇ρ(r)|]dr, (2.44)

where EGGA
xc is composed by the exchange EGGA

x and correlation EGGA
c energy in the GGA

approach. The GGA formulation used in this Thesis was proposed by Perdew, Burke and

Ernzerhof (PBE). [102] The exchange energy is given by:

EPBE
x [ρ(r)] =

∫
ρ(r)ELDA

x (ρ(r))Fx(s)dr, (2.45)

where F(ρ(r)) is an intensification factor related to the semi-locality of the PBE functional,

as follows:

Fx(s) = 1 + κ −
κ

1 +
µ

κ
s(r)2

, (2.46)

with µ =
βπ2

3 the effective coefficient for the exchange functional, β = 0.066725, κ = 0.804

and s(r) =
|∇ρ(r)|
2kFρ(r) the density gradient, where kF = [3π2ρ(r)]1/3 is the Fermi wave vector. The

correlation energy is given by:

Ec[ρ(r)]PBE =

∫
ρ(r)[εLDA

c (ρ(r)) + HPBE
c (rs, t)]dr, (2.47)

where

H(rs, t) = γln
[
1 +

β

γ
t2 1 + At2

1 + At2 + A2t4

]
(2.48)

with γ = 1−ln2
π2 , A(rs) =

β

γ
(γe−ELDA

c /γ −1)−1, t(r) =
|∇ρ(r)|
2ksρ(r) the density gradient and ks =

√
4kF/π
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the Thomas-Fermi wave number. [103] The PBE functionals are based on the Perdew-Wang

functional of 1991 (PW91), [101, 104] presenting improvements in the description of the

linear response of the uniform electron gas. In the GGA formulation, some mathematical

parameters are adjusted for the reproduction of the experimental data. A new proposal for

the PBE functional was introduced by Zhang e Yang, [105] originating the new functional

revised-Perdew Burke e Ernzerhof (revPBE). Another suggestion proposes a new form for

chemical energy, the RPBE functional. [106] The idea of the functional Perdew-Burke-

Ernzerhof revised for solids (PBEsol or PS) is to correct some deviations of the gradient

approximation for solids, [107] having a higher accuracy in the determination of the ex-

change energy due to the more efficient description of some mathematical expansions. The

functional initially proposed by Armiento and Mattsson in 2005 (AM05) is related to the

parametrization of the Airy electron gas with appropriate gradient expansion. [108, 109]

In order to increase the accuracy of the DFT calculations, a new class of exchange

and correlation functionals was proposed: the hybrid functionals. [110–113] These func-

tionals combine the Hartree exact exchange functional with an exchange and correlation

functional within the DFT approach4. The improvement in these functionals determines a

better accuracy in the description of the properties of solids, such as the bonding energies,

lattice parameters and semiconductor band gap energy. However, the computational cost

of the hybrid functionals is higher than the GGA and LDA formulations. Becke proposed

a new mixing of the Hartree exact exchange, improving the accuracy of thermochemical

calculations. [110, 112] The B3LYP hybrid functional considers the Becke B88 exchange,

Perdew Wang (PW91) correlation and the Hartree exchange functional. [114, 115] The

hybrid PBE0 functional have the full correlation energy of Perdew-Burke-Ernzerhof (PBE)

and the exchange functional is a fraction of the PBE and HF functionals, [116, 117]

EPBE0
xc =

1
4

EHF
x +

3
4

EPBE
x + EPBE

c , (2.49)

where EHF
x is the Hartree exchange energy, EPBE

x and EPBE
c are the exchange and correlation

energies of the PBE functional, defined by Eqs. (2.45) and (2.47), respectively. By improving

the PBE0 functional, Heyd-Scuseria-Ernzerhof proposed the HSE06 functional, [118–120]

where the exchange term is separated in a short and long range through the expression:

4For this reason they are called hybrids.
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1
r

=
er f c(ωr)

r
+

er f (ωr)
r

, (2.50)

where er f (ωr) is the error function, with er f c(ωr) = 1 − er f (ωr). The first and second

terms in the Eq. (2.50) are related with the short and long range, respectively. Thus, ω is an

adjustable parameter, allowing to treat the exchange energy in the HSE06 functional,

EHS E
xc = aEHF,S R

x (ω) + (1 − a)EPBE,S R
x (ω) + EPBE,LR

x (ω) + EPBE
c , (2.51)

where EHF,S R
x (ω) is the Hartree short range exchange energy, EPBE,S R

x (ω) and EPBE,LR
x (ω) are

the short and long range components of the PBE exchange functional. The standard value of

a = 1/4. As ω is adjustable, defining ω = 0 we obtain the PBE0 functional and ω → ∞ the

PBE functional. [118–120]

2.3.3.3 On site Coulomb interaction: L(S)DA+U

In previous sections, we described the exchange and correlation term within the

KS approach, wherein the LDA and GGA formulations can present inaccuracies in the

description of some properties of solids, such as the lattice parameter and the energy gap

of the semiconductor materials. Alternatively to the high computational cost of the hybrid

calculations, the Hubbard model is introduced in DFT calculations in order to correct the

imperfections of the functionals. Hubbard’s approach was introduced by John-Hubbard to

study the electronic correlations in narrow energy bands within the many-particle interacting

system. [121–126] The one-dimensional Hamiltonian of the Hubbard model is given by:

[127, 128]

HH = −t
L∑
j,σ

(c†j+1,σc j,σ + h.c.) + U
L∑

j=1

n j,↑n j,↓, (2.52)

where j is the atomic orbital of one-dimensional lattice, c†j,σ, c j,σ and n j,σ are the electronic

creation, annihilation and number of electrons of spin σ on site j, respectively. U and t

are real numbers, representing the local Coulomb repulsion between electrons of the same

orbital and the hopping amplitude between the j and j + 1 sites, respectively. In addition,
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there is a probability for the hopping occurrence between a given site and its second neighbor.

[129, 130] For a particular case t << U, the electrons can not jump around because their

energy is insufficient to overcome the repulsion of other electrons in neighboring positions,

corresponding to the insulator system. Otherwise, t >> U, the system becomes metallic.

As mentioned above, the limitations of the exchange and correlation functionals

to describe the long-range interactions in non-homogeneous systems and delocalization of

the electronic states, usually the d and f orbitals which are strongly correlated, lead to

inclusion of a correction in the functionals. The LDA+U and GGA+U are the local density

approximation and the generalized gradient approximation with U correction within the

Hubbard model. The basic idea of the LDA+U and GGA+U correction is to use the Hubbard

model to describe the strongly correlated electron states, where the other electronic states are

calculated without any correction. [131–138] The U indicates the correction applied in the

studied state to increase the accuracy of the calculation, being an adjustable parameter during

the ab initio calculation. The Hubbard U potential represents the energy to introduce two

electrons at same site, written as follows:

U = E(dn+1) + E(dn−1) − 2E(dn), (2.53)

where n ≤ 9 are the number of d orbitals. Anderson proposed an independent study of

electrons in d and f orbitals. [139] Thus, in 1998 Dudarev presented the following correction

within the LDA approach to compute the total energy: [140]

EL(S )DA+U[ρσ(r), {nσ}] = EL(S )DA[ρσ(r)] +
(U − J)

2

∑
σ

[ ∑
m1

νσm1,m1


−

 ∑
m1,m2

νσm1,m2
νσm2,m1

 ]. (2.54)

The exchange, J, and Coulomb, U, parameters must be adjusted in agreement with

the experiment to describe the localized orbitals. The orbitals can be expressed in terms of

the Slater integrals within the Hubbard correction, as implemented in the VASP package5,

given by:

5The Vienna ab initio Simulation Package - VASP. [141]
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• p-electrons: F0 = U; F2 = 5J;

• d-electrons: F0 = U; F2 = 14
1+0.625 J; F4 = 0.625F2;

• f-electrons: F0 = U; F2 = 6435
286+195·0.668+250·0.494 ; F4 = 0.668F2; F6 = 0.49F2.

Therefore, the L(S)DA+U method is determined by the choice of correction applied

in the analyzed orbital.

2.3.3.4 van der Waals corrections

The van der Waals6 (vdW) forces are the long-range cohesive attractions7 between

the atoms along the intermolecular separations. A deep investigation of the vdW corrections

is crucial to investigate of the adsorption properties of the metal atoms. [143–145] The vdW

forces have a quantum nature and are originated from the fluctuations of the electronic charge

density due to the formation of the instantaneous dipole between the atoms. [146] London

considers that electronic oscillations lead to deformations in the density. The instantaneous

dipole moment can change the electronic density around other atoms. London determined

the interaction between two spherically symmetric atoms at large distances (R) as follows:

[147]

Vdisp =
C
R6 , (2.55)

where C contains the physical constants of the system. The density functional theory does not

include the dispersion forces in the formulation of the exchange and correlation functionals.

Long-range interactions are not enough described by the ab initio calculations due to the

short-range and semi-local nature of the GGA exchange and correlation functionals, [148]

failing in the description of the dispersion forces. [149] Thus, several works proposed to

include the vdW forces within the ab initio calculations. [150, 151] In order to include

the vdW corrections in DFT functionals, the strategy is to add the dispersion-like (Edisp)

contribution in the DFT energy (EDFT ) for each pair of atoms:

6The vdW forces are also called dispersion interactions or London forces.
7In 1930, London study the relation between the electronic correlation and long range forces. [142]
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Etot = EDFT + Edisp, (2.56)

where Etot is the DFT total energy calculation. The dispersion energy is defined by the

expansion:

Edisp = −S
Natom∑
A,B

∑
L

C6AB

RAB6 fdamp(RAB), (2.57)

where S is a scaling factor8 applied uniformly to every pair of atoms, which depends on

the functional used in the calculation. In turn, RAB is the distance between the A and B

atoms, C6AB are the dispersion coefficients, which follows the relation C6AB =
√

C6AC6B and

fdamp(R6AB) is the damping function used to avoid unphysical solutions at short distances,

[152–155]

fdamp = (RAB,R0
AB) =

1

1 + e
−d

(
RAB

sRR0
AB
−1

) , (2.58)

where R0
AB=R0

A + R0
B. The parameter d adjusts the damping function and sR is an empirical

parameter that determines the magnitude of the vdW correction for a functional used in the

calculation. The van der Waals radius is defined as half of the distance between two atoms.

Therefore, the challenge is to determine the dispersion constants in Eq. (2.55) in order to

choose the best method for the vdW correction for each system. The coefficient C6AB is

defined as follows: [153]

C8AB =
2C6AAC6BB

αB
0
αA

0
C6AA +

αA
0
αB

0
C6BB

, (2.59)

where αA
0 and αB

0 are the polarizabilities for A and B free-atoms, respectively. The dispersion

coefficients C6AA and C6BB are given by:

C6AA =

 VA
e f f

VA
f ree

2

(C6AA) f ree. (2.60)

8The scaling factor usually used is 1
2 .
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In Eq. (2.60), the fraction represents the ratio between the effective volume, VA
e f f ,

and the volume of the free-atom, VA
f ree, obtained by the Hirshfeld partitioning of the elec-

tronic density. The total energy of the system can be found by replacing Eq. (2.57) in (2.56).

Eqs. (2.57)-(2.58) are related to the DFT-D2 correction proposed by Grimme. [155] Im-

provements were presented in the DFT-D3 method, [154] where the coefficients are geometry

dependent. Within DFT-D3 method, the dispersion energy (2.57) is written as follow:

Edisp = −S
Natom∑
A,B

∑
L

C6AB

R6
AB

fdamp,6(RAB) +
C8AB

R8
AB

fdamp,8(RAB). (2.61)

The damping function in DFT-D3 method is given by:

fd,n(RAB) =
sn

1 + 6
(

RAB
sR,nR0AB

)−αn
, (2.62)

where R0AB =

√
C8AB
C6AB

, α6, α8, sR,8, are fixed values and s6, s8 and sR,6 are adjustable parame-

ters dependent on the choice of the exchange and correlation functional. Becke and Johnson

(BJ)9 proposed an alternative approach to the damping function, [156]

fd,n(RAB) =
snRn

AB

Rn
AB + (a1R0AB + a2)n , (2.63)

where a1, a2, s6, s8 are adjustable parameters.

2.3.4 Monopole, dipole and quadrupole correction in solids

Within the density functional theory framework, the convergence of total energy de-

pends, among other factors, on the size of the periodic cell, the number of atoms, monopole,

dipole and quadrupole formations. The periodic boundary conditions (PBC) are compatible

with the plane wave expansion. Non-periodic calculations provide divergences in the results

between finite sized and infinitely large supercells due to spurious interactions of the struc-

ture with its images in neighboring supercells. For large supercells, L → ∞, where L is

the linear dimension of the cell, the convergence is determined by long-range forces, which

9This method is called BJ-damping.
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includes the electrostatic forces. Therefore, the understanding of electrostatic properties in

PBC’s plays a key role in the convergence of defective solids in the limit of infinitely large

supercells. Thus, the computational efforts increase proportionally to the volume of the

cell. Therefore, the corrections of the electrostatic forces used in the supercell during the ab

initio calculation provides a more precise DFT investigation and a faster energy convergence.

[157, 158] The electrostatic potential using PBC is written as a function of all N cells:

φ(r) =

∫
sample

d3r′
ρ(r′)
|r − r′|

=
∑

l

∫
cell

d3r′
ρ(r′)

|r − r′ + l|
, (2.64)

where r is an arbitrary point in the sample. Setting r at the origin of the lattice and ex-

tending the sum of Eq. (2.64) to infinity, the convergence is obtained by the contributions

of distant spherical shells. In this limit, the asymptotic form of Eq. (2.64) is written as

qnPn(cosθ)|l|−(n+1), where q is the charge and Pn are the Legendre functions. [158]

Concerning the aperiodic calculations in solids, such as the point defects, the charge

density, ρ(r), is given by the sum of periodic (ρp(r)) and aperiodic (ρap(r)) charge density,

where ρp(r + l) = ρp(r). The aperiodic density and its multipole expansion depends on the

dimensions of the cell, introducing inaccuracies in the calculation due to the interaction be-

tween the cell and its neighbors. In order to avoid this imprecision, the authors in Ref. [158]

showed the correction for the charged aperiodic cells:

E = E0 −
q2α

2Lε
−

2πqQ
3L3ε

+ O(L−5), (2.65)

where α is the Madelung constant, q the charge, ε the dielectric constant and Q the second

radial moment.

2.3.5 Computational approach

In a solid, the electrons nearest to the nuclei are called core electrons and the farthest

electrons from the nuclei are known as valence electrons. Core electrons have the strongest

interaction with the nuclei than the valence electrons. Usually, the core electrons do not

participate in chemical bonds, contrasting with the valence electrons, wherein the chemical

bonds introduce perturbations in their states. Thus, the optical and electronic properties of
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solids depend on the valence electrons. The wavefunctions vary and oscillate faster near

the nuclei due to the strongest electron-nuclei interaction. Therefore, the low computational

cost obtained with the plane waves within the Bloch theorem can not be applied to the core

region due to the high number of waves required. In order to overcome this barrier, the fast

oscillations of the wavefunctions in the core region are studied in the Projector Augmentation

Waves (PAW) approach.

2.3.5.1 Planes waves

The choice of the basis for the expansion of wavefunctions plays a key role to model

the many body system. Several basis for the wavefunctions were proposed, such as the

combination of the atomic orbitals. [159] In this Thesis we employed the plane waves, [160]

wherein the description of periodicity of crystal follows the Bloch’s theorem, [2, 58]

ψk(r + RL) = eik·RLuk(r), (2.66)

where k, RL and uk(r) are the crystal momentum, the direct lattice vector and the function

with the same periodicity of the crystal, [161]

uk(r) = uk(r + RL). (2.67)

Eqs. (2.66)-(2.67) emphasize the possibility of changing the infinite number of

the wavefunctions by a finite number of periodic wavefunctions. Due to the irreducible

representation of the Brillouin zone, the k-points can be studied independently. During the

ab initio calculation, the k-points can be given separately. The k vectors are defined within

the first Brillouin zone, where the direct lattice vectors can be expressed by the reciprocal

lattice:

bi · u j = 2πδi j, i, j = 1, 2, 3. (2.68)

The planes waves are naturally eigenfunctions of the kinetic energy operator. Intro-

ducing a small perturbation V(r) in the system, the wavefunctions will be a mixture of plane
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waves. Therefore, the higher accuracy of calculation is achieved by increasing the number

of plane waves. Replacing Eq. (2.67) in Eq. (2.38), the result is:

[
~2

2me

(
∇2 + k

)
+ VKS (r)

]
uk(r) = εkuk(r), (2.69)

where me is the electron mass and uk(r) expanded in plane waves as function of the reciprocal

vectors uk(r)= 1
Ω

∑
G eiG·rck , being Ω the volume of the primitive cell. The secular equation is

obtained by integrating in r: [160, 162]

∑
G′

[
~

2m
|k + G|2δGG′ + VKS (G −G′)

]
ck(G′) = εkck(G). (2.70)

Eq. (2.70) describes several potentials in terms of their Fourier transforms. The size

of the matrix is related to the cutoff energy, which in turn, is proportional to the plane waves

expansion. Therefore, the infinite sum of the plane waves must be truncated and the adopted

criterion is:

~2

2m
|k + G|2 ≤ Ecut, (2.71)

where Ecut = ~2

2mG2
cut is the cutoff energy. Respecting (2.71) criterion, high values of the cutoff

energy provide a better wavefunction convergence. In contrast, insufficient cutoff energy

leads to an imprecision in the calculation due to the exclusion of states in the expansion of

the wavefunction in the reciprocal space. However, increasing the Ecut, the computational

cost becomes higher. Therefore, the determination of sufficient cutoff energy is crucial to

obtain an accurate calculation. In this Thesis, the convergence tests concerning the cutoff

energies, k-points and total energies are shown in the appendix E. Several works have

proposed theoretical approaches to generate the sampling to integrate the Brillouin zone,

[163, 164] such as Monkhorst Pack [165, 166] and the tetrahedron method. [167]

The advantage of the wavefunction expansion in plane waves is based in the low

computational cost, however the high number of the plane wavefunctions to describe the

strongly oscillating regions near the nuclei boosted the pseudo-potential method, [168, 169]

wherein the core region is expanded in smooth pseudo-wavefunctions. The pseudo-potential

method is the theoretical improvement of the Orthogonalized Plane Waves (OPW) approach
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proposed by Herring. [170] To improve the implementation of the pseudo-wavefunctions,

Vanderbilt and collaborators introduced the Ultrasoft pseudo-potentials. [171–173] In this

method, the pseudo-wavefunctions are assumed to be equal to the AE wavefunctions outside

the cutoff radius. Inside the rc, the pseudo-potentials are described as soft as possible. In

this way, several works have proposed improvements in the implementation of the pseudo-

potentials. [174–176]

2.3.5.2 The projector augmentation waves method

The Projector Augmentation Waves (PAW) method, [177, 178] proposed by Blöchl

[179] originated from the Pseudo-potential method, studied in last section, and the Aug-

mented Plane Waves (APW) approach. Introduced by Slater, [180] the wavefunctions in

the APW approach are expanded in independent particle Equations, where the space is

separated in two regions: atomic and interstitial. The atomic region is determined by the

space around each atom, described by spheres centered in the atom, called augmentation

spheres. The atom-like partial waves are expanded in spherical harmonics multiplied by

radial Schroedinger wavefunctions. In the interstitial region between the atoms, outside the

augmentation spheres, the potential is smooth and the wavefunction used is the envelope

function expanded in plane waves. In the interstitial region, the atomic bonds and the

chemical environment contribute to the shape of wavefunctions. Partial-waves and envelope

functions are connected in the cutoff radius. Similarly to Pseudo-potential method, the PAW

approach presents projectors and localized auxiliary functions.

In order to decrease the computational cost, the wavefunctions in the PAW method

are smooth in the core region. The transformations are performed by a linear operation,

where this Hilbert space includes all orthogonal wavefunctions to the core states. The

wavefunctions of this Hilbert space is transformed into a new wavefunctions through an

operator T. This new space is called pseudo (PS) or fictitious Hilbert space. Thus, T is an

operator which provides a linear transformation of the smooth PS wavefunctions Ψ̃n to all

electron Kohn-Sham wavefunction Ψn, Ψn=TΨ̃n. The total energy of the ground state are

obtained by solving the Eq. below in the Kohn-Sham scheme:

T†HT|Ψ̃n〉 = εnT
†T|Ψ̃n〉. (2.72)
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Considering that the wavefunctions for valence electrons are already smooth, the

challenge is to choose a correct linear transformation T to smooth the wavefunctions in the

core region. Thus, an appropriate transformation is:

T = 1 +
∑

R

T̂R, (2.73)

where R is the atomic index, T̂R are the local contributions and acts only within augmentation

region ΩR close to the nuclei. Within the augmentation spheres Ωr, the true AE wavefunction

is expanded in partial waves |φi〉, where each partial functions is expanded in auxiliary

smooth waves |φ̃i〉:

|φi〉 = (1 + T̂R)|φ̃i〉. (2.74)

The auxiliary smooth functions represent the AE functions and are natural solutions

of Schroedinger’s radial Eq. for an isolated atom. Eq. (2.74) defines the linear operator

T̂R|φ̃i〉=|φi〉 − |φ̃i〉. Outside of the augmentation region |r > rc|, T̂R has no effect, where the

partial waves and the AE functions must be identical. Within the augmentation sphere, the

PS wavefunctions can be expanded in terms of partial PS waves:

|Ψ̃〉 =
∑

i

Pi|φ̃i〉; |r − R| < rc, (2.75)

where Pi are the coefficients of the expansion. Considering that T̂R|φ̃i〉=|φi〉, the AE wave-

function can be obtained by the following expansion:

|Ψi〉 = T̂R|Ψ̃i〉 =
∑

i

Pi|φi〉; |r − R| < rc. (2.76)

In Eq. (2.76), the AE is transformed in smooth functions. Thus, the coefficients

must be written as function of the projection for each sphere Pi=〈p̃i
R|φ̃i〉. Assuming that

there is no overlap between the wavefunctions, the smooth projector can be chosen in order

to satisfy the completeness and the orthogonality within the augmentation region:
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〈 p̃i|φ j〉 = δi j, (2.77)∑
i

|φ̃i〉〈p̃i| = 1.

A convenient choice for the projector of smooth functions is given by: [92, 179]

T̂R = 1 +
∑

i

(|φi〉 − |φ̃i〉)〈 p̃i|. (2.78)

The linear transformation T̂R establishes the connection between valence and PS

fictitious wavefunctions. Therefore, this transformations allow to obtain the KS AE wave-

function from the PS wavefunction:

|Ψ〉 = |Ψ̃〉 +
∑

i

(|φi〉 − |φ̃i〉)〈p̃i|Ψ̃〉. (2.79)

The transformation in Eq. (2.79) is given by: (a) the atomic Schroedinger-like AE

partial waves φi, which are orthogonal to the core states; (b) PS partial waves |φ̃i〉, which

coincide with the AE partial waves outside augmentation region for each partial wave; and (c)

the smooth projector function |p̃i〉 for each PS partial wave within the augmentation region.



Chapter 3

Quantum wells, rings and dots

The geometry of the semiconductor nanostructures determines the anisotropic quan-

tum confinement (QC) of electronic states. In the analysis of three dimensional structures, the

confinement can be separated in lateral and growth direction. Although disorder and defects

are considered to be detrimental to the thorough control of the expected functionalities of

the nanoscopic systems, they can be unavoidable in the growth process, at least up the limits

determined by the current synthesis technologies. [181] Imperfections can change the shape

of quantum dots. Lately, the quantum control of defects in QDs architectures has attracted the

attention of the scientific community due to the tuning of its optical blinking, [182] charge

transport, [183] or even implementing spin memories. [184] Due to the size and geometric

shape of the QDs, their surfaces can lead to defects and diffusion of impurities. [185] These

properties can be studied with intentional doping, diluted or with solitary dopants. [186]

However, a more complex framework is considered when taking into account ex-

ternally applied electromagnetic fields. In addition, the challenge is the modeling of the

semiconductor QDs doped with magnetic impurities that demands the emulation of the

interplay of confinement asymmetries, exchange interaction, and spin-orbit coupling. [187,

188] The theoretical approach based on the effective mass model can be used, [189, 190]

allowing to obtain analytical solutions under certain approximations. In this context, the

most available results in the literature assume the symmetric QD structure. Its important

to note that there are several challenges to overcome. The effective mass model allows

to simulate the confinement profiles together with symmetry lowering, spin-orbit interaction

effects, and external fields under a variety of configurations, in a systematic way and has been

42
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complemented with atomistic simulations. Density functional theory calculations provide

the atomistic analysis that allows to create disorder, such as impurity localization, structural

defects, and perturbations generated by localized magnetic moments, elucidating the origin

and the profile of the asymmetries.

For a better understanding of the QC and how much the morphology, magnetic

fields and impurities concentration can affect the electronic properties, we take advantage of

the k·p and DFT models and explain the details of the electronic structure. The aim is to

obtain a comprehensive description of the confinement, deformation strength and impurity

position in defective QDs. The obtained results help to explain and contrast how each of

these contributions affects the magnetic response. In this study, the asymmetry tuning of

the effective Zeeman splitting was characterized along with the ground state character in the

conduction band. In addition, the results provide exacts solutions in the low fields limits that

allow the correlation of all effects, including the impurity positioning in plausible sites for

incorporating in the system. The connection between the effective mass model and ab initio

DFT calculations was done through the analysis of the non-equivalent sites of the impurity

positioning within the QD frame, as well as an estimation for the exchange interaction term

between the manganese (Mn) impurity and the cadmium selenide (CdSe) host material, topic

of this chapter. In particular, DFT calculations are used for assessing the exchange interaction

term and its response to the confinement effects. The results are summarized in Ref. [191].

The incidence of electric field changes the shape of the nanostructures, modulating the holes

wavefunctions within the quantum confined Stark effect (QCSE). In this context, the relation

between indium arsenide (InAs) QD in gallium arsenide doped by antimony (GaAsSb), was

fully emulated using k·p model according to the experimental results.

3.1 Quantum well

The confinement along the growth direction of rings and dots is described through

the quantization of the electronic states in a quantum well, given by:

V(z) =

 0, 0<z<L;

∞, otherwise,
(3.1)
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where L is the length of the well. By applying the boundary conditions above and by using

the wavefunction Ψ(z) =

√
2
L sin

(
lπz
L + lπ

2

)
, with l = 1, 2, 3, . . ., the quantized energies are:

En =

(
l2π2~2

2µ∗L2

)
, (3.2)

where n is the energy level corresponding to each eigenvalue.

3.2 Quantum dot and ring confinement

As mentioned above, the semiconductor quantum dots are almost zero dimensional

structures whose carriers are confined in the three spatial directions. The effective mass

model is used to describe the movement of the carriers under an external potential introduced

by the atoms in the lattice. Within this framework, the diagonalization of the Hamiltonian

in a Hilbert space provides the characterization of the eigenvectors of the system. Thus,

the QC plays a key role to understand the behavior of the electronic properties. In order

to emulate the QC, the following expression determines the lateral potential, V(ρ, θ), in

cylindrical coordinates for QDs and QRs: [192, 193]

V(ρ, θ) =
a1

ρ2 + a2ρ
2 − 2

√
a1a2, (3.3)

where ρ is the radius of the considered structure. The parameters a1 and a2 control the

structure shape, varying the length of the confinement. For a better understanding, fixing

a1=0 in Eq. (3.3) defines a QD, otherwise, a QR is obtained. Moreover, the radius of the QR

and QD at null magnetic field can be given as RQR = (a1/a2)1/4 and R2
QD = h/(2π

√
2a2µ∗),

respectively. These properties are depicted in the Fig. 3.1, where the confinement potentials

of QD and QR are represented in panels (a) and (b), respectively.

3.3 Spin-orbit interaction in quantum dots

In 1990, Datta-Das [20] propelled the spintronics with an experiment that aimed

to manipulate the spins according to their momentum through the spin-orbit coupling. The
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Figure 3.1: Quantum confinement profile. Panels (a) and (b) represent the confinement of quantum dot and
ring, respectively.

spin coupled with its orbit encourages scientists to the preparation of spin states for logic

operations. [194]

A negatively charged carrier in a solid receives the influence of the atoms in the

lattice. The intensity of the electric field depends on the symmetry of the nanostructure.

The breaking of the inversion symmetry, introduced by the these electric fields, defines the

structural inversion asymmetry (SIA), known as spin-orbit coupling, Rashba type. [22] In

zinc blend materials, wherein the crystals exhibit bulk inversion asymmetry (BIA), [195] the

electric field is non-zero over crystalline directions, characterizing the spin-orbit coupling of

Dresselhaus type. [23] The presence of a magnetic field, applied in the growth direction of

the QD, lifts the spin degeneracy. In this case, analytic solutions for the electronic structure

can be provided for the cylindrical symmetry, as described by the Fock-Darwin spectrum,

studied in the next section. In addition, the effects of the spin-orbit interaction and the

perturbative potentials change the symmetry character of the electronic states, introducing

new crossings and anti-crossings between the energy levels.

3.3.1 Fock-Darwin spectrum

In this Thesis, the behavior of the QD carriers are modeled by a parabolic potential,

e.g., a1=0 in Eq. (3.3). Assuming that the parabolic potential is enough to confine the
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electronic states in the first subband of the system, the 3D effective mass Hamiltonian in

the presence of magnetic field B=Bẑ is written as follows:

H0 =
~

2m
k +

1
2

mω0ρ
2 +

gµB

2
B · σ, (3.4)

where k = −i∇ + e A
~c , µB = e~

2m0c the Bohr magnetron, m0 the free electron mass, g the

Lande-factor of the bulk and σ represents the Pauli spin matrices. The eigenvalues and

eigenvectors of the Hamiltonian (3.4) were described by Fock and Darwin [196, 197] in their

work before the appearance of the nanostructures. [15] Introducing the complex variables,

Z = x + iy, Z∗ = x − iy, (3.5)

and their derivatives

∂Z =
∂x − i∂y

2
, ∂∗Z =

∂x + i∂y

2
. (3.6)

The creation and annihilation operators can be defined as follows:

a =
Z∗/(2l0) + 2l0∂Z

√
2

; a+ =
Z∗/(2l0) − 2l0∂

∗
Z

√
2

;

b =
Z/(2l0) + 2l0∂

∗
Z

√
2

; b+ =
Z∗/(2l0) − 2l0∂

∗
Z

√
2

,

(3.7)

with l0 = lB
4
√

1+4ω2
0/ω

2
c

and lB =

√
~c
eB . Thus1, the Hamiltonian (3.4) can be written in a following

way:

H = hω+

(
a†a +

1
2

)
+ hω−

(
b†b +

1
2

)
, (3.8)

as a pair of independent harmonic oscillators, with frequencies ω± =

√
ω2

0 + 1
4ω

2
c ±

1
2ωc.

The lateral wavefunction is written as function of the radial (Rnl(x)) and angular (Θ =

1The operators defined in Eq. (3.7) follow the commutations relations: [a, a†] = [b, b†] = 1, [a, b] = [a, b†] = 0.
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1
√

2Π
eimθ) parts. The radial part is given by Laguerre polynomials (L|l|n (y)). Introducing the

wavefunction in the growth direction (Fκ(z)) in the total wavefunction,

Ψnlσz(x, φ, σz) =
1
√

2π
Rnl(x)eilφXσz Fκ(z), (3.9)

where

Rnl(x) =

√
2n!

λ2(n + |l|)!
x|l|e−

x
2 L|l|n (x2) (3.10)

and

Fκ(z) =

√
2
Lz

sin
(
πκz
Lz

)
, (3.11)

with x =
ρ

λ
and Xσz the spin eigenfunctions. The energy levels can be written as function of

the quantum numbers:

ε(n,m) =
~2π2κ2

2m∗L2
z

+ ~Ω(N + 1) −
1
2
~ωcm, (3.12)

where κ = 1, 2, . . ., n = 0, 1, 2, . . ., l = 0,±1,±2, . . ., and Ω2 = ω2
0 + 1

4ω
2
c . The lateral

confinement strength does not depend on the mass, however, the confined states depend2.

The solution for the Hamiltonian (3.4) provides the Fock-Darwin spectrum:

εnlσz = (2n + |l| + 1)~Ω −
l
2
~ωc +

g
2
µBB0σz, (3.13)

where σz = ±1, n = 0, 1, 2, 3, . . . and l = 0,±1,±2, . . . are the radial and azimuthal quantum

numbers, ωc = eB0
mc and Ω =

√
ω2

0 +
ω2

c
4 are the cyclotron and effective frequencies of the

system, respectively. In the following, the limiting cases, ω0 >> ωc and ωc >> ω0 will be

studied.
2In the valence band, the effective mass tensor is not isotropic. In first order approach, the effective mass can be
separated into two values: one along z-direction, mz = m0/(γ1−2γ2), and another in-plane, mxy = m0/(γ1 +γ2),
being, γ1 and γ2, the Luttinger parameters.
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3.3.1.1 Case: ω0 >> ωc

Setting ωc = 0, Eq. (3.13) becomes: [198]

εnlσz = ~ω0(N + 1), (3.14)

where N = 2n + |l| + 1, defines the energy levels of a two-dimensional harmonic oscillator.

For a given N, n must vary from zero to N/2 and the values of |l| have the same parity as N.

For example, N = 6 implies that n = 0, 1, 2, 3 and l = 0,±2,±4,±6, while N = 5 determines

n = 0, 1, 2 and l = ±1,±3,±5.

3.3.1.2 Case: ωc >> ω0

Providing ω0 = 0, Eq. (3.13) transforms in: [198]

εnlσz = ~ωc

(
M +

1
2

)
+

1
2

g∗µ0Bσ, (3.15)

where M = n + 1
2 (|l| − l) are the Landau levels. Thus, M = 0, 1, 2, . . . for l-degenerated levels.

3.3.2 Asymmetry effects in quantum dots

The growth process of the semiconductor nanostructures is subject to several exter-

nal agents that contribute to the origin of imperfections. These irregularities in the crystalline

potential affect the carriers confinement. Thus, the approximate parabolic potential of the

conduction band must now include structural changes. The addition of a perturbation modi-

fies the geometric shape of the nanostructure, changing the optical and electronic properties

of the system.

Asymmetric solid state systems exhibit interesting effects, such as the modification

of the dielectric properties of material. Moreover, electron-electron and electron-phonon

type interactions will show a modified dynamics compared to an undisturbed lattice. The

asymmetry changes the energy spectrum of the nanostructure. As consequence, the peri-

odic oscillations of the carriers change, allowing to emerge new theories and experiments
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concerning the coherence times of the system.

As mentioned above, the confinement potential models the shape of the nanostruc-

ture. Decreasing a1 in Eq. (3.3), the potential varies from QR to QD. Therefore, this flexible

potential profile allows to include the effects of external electromagnetic fields and constrains

of symmetry. Within this framework, the possibility to manipulate the confinement profile,

and consequently, the morphology, opens a path to study and understand several nanoscopic

systems. Assuming the QD case in Eq. (3.3) and z axis as the growth direction, the in-plane

confinement profile in polar coordinates is given by:

V(ρ) = a2ρ
2 + δ1ρ

2 cos2 ϕ + δ2ρ
2e−

(ϕ−π)2

2σ2 , (3.16)

where δ1ρ
2 cos2 ϕ and δ2ρ

2e−
(ϕ−π)2

2σ2 are the perturbative potentials introduced in the total poten-

tial of the QD. This proposal is an extension of the confinement profile of the QD proposed in

Ref. [193]. The first perturbative potential in Eq. (3.16) describes the eccentricity asymmetry

of the QD and are controlled by the δ1 parameter. After some algebraic manipulations,

positives values of δ1 > 0 determine e =
√

1 − (a2 + δ1)/a2, and negative values imply

in e =
√

1 − (a2 + δ1)/a2. Note that δ1 > 0 corresponds to an elliptical shrinking, while

δ1 < 0 leads to an elliptical stretching. The additional third term in Eq. (3.16) represents

the Gaussian perturbation, which depends on the δ2 sign, managing the intensity of this

perturbative potential and simulating a local defect positioned at ϕ = π with an angular

amplitude given by σ. This asymmetry can also be extended to a finite array of Nd defects as

v(ϕ, ρ) =
∑Nd

i=1 δ
i
2ρ

2e
−

(ϕ−θi)
2

2σ2
i that must fulfill the symmetry constraint v(ϕ, ρ) = v(2π − ϕ, ρ). At

the top of the Fig. 3.2, we show a visual representation of the confinement profile including

the asymmetric potentials and, at the bottom, the respective ground state surface:

In the upper part of Fig. 3.2 the Gaussian (a) and eccentricity (b) perturbations

are shown. In the lower part, the ground state solution with negative (c) and positive (d)

values of δ2. All the calculations were performed for the quantum dot case, a1=0 and fixing

a2=4.47 meV/100nm2. In (a) and (b) panels we used δ1 = 0 and δ2 = 0, respectively, and

varied the remain perturbation parameters in the potential.

As discussed above, the sign of δi, i = 1, 2, modulates the perturbations. Concerning

the Gaussian perturbation, the sign of δ2 defines the intensity of the dip or the bump in the
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Figure 3.2: Confinement potential profile in lateral direction for a2=4.47 meV/100nm2 and (a) δ1= 0 and
several δ2 values; (b) δ2= 0 and various δ1 values. In (c) and (d) panels are shown the ground state surface,
where δ2=−4 meV/100nm2 and δ2=12 meV/100nm2, repectively.

potential, modulating the wavefunction of the system. The ground state energy of lateral

confinement in the absence of the magnetic field is written as ε0 = ~2/(m∗l2
0) and the effective

length of the perturbative potential can be characterized by the distance ∆ = R1 − R0, as

depicted in Fig. 3.2. In the QD case, this result is obtained by the algebraic manipulation of

ground state energies:

ε0 = (a2 + δ2)R2
1 and ε0 = a2R2

0. (3.17)

Combining the Eqs. (3.17),

∆ =
√

2l0

(√
a2

a2 + δ2
− 1

)
, (3.18)

which modulates the dip or bump size (∆) in the potential, depending of the δ2 sign. The

demonstration of the Eq. (3.18) is presented in appendix B.

3.3.3 Rashba spin-orbit in CdSe quantum dots

The electron motion introduces a correction term in the effective Hamiltonian of

the system, [199] indicating the coupling between the spin and its orbit. The analytical
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description is given by Dirac’s theory due to its relativistic nature. The unavoidable spin-orbit

effects are emulated by the introduction of the Structrure Induced Asymmetry (SIA) term,

known as Rashba contribution, [27] in the total Hamiltonian (3.4),

HS IA =
αs

~
σ ·

[
∇V × (p − eA)

]
. (3.19)

where α parameter defines the Rashba coupling, which varies according to the material, and

V(r) = V(ρ) + V(z) is the confinement potential in the lateral V(ρ) and growth V(z) direction.

After some algebraic manipulations, Eq. (3.19) can be divided into HS O = Hk + HR + HD
S IA,

with

HD
S IA =

α

l2
0

ω0

Ω
σz

[
Lz +

ωc

2Ω
x2

]
; (3.20)

HR = −
1
~Ω

α

λ

dV
dz

[
σ+L_A_ + σ_L+A+

]
, (3.21)

where HD
S IA is the diagonal contribution of Rashba in the Fock-Darwin basis due to the

lateral confinement and HR is the non-diagonal Rashba elements due to the perpendicular

confinement. The term Hk = i αl20
ω0
Ω
λx〈kz〉(σ+L_ − σ_L+) is canceled because 〈kz〉 = 0. In

Eq. (3.21) we used L± = e±iθ, σ± =
σx±iσy

2 and A± = ∓ ∂
∂x +

Lz
x + ωc

2Ω
x, where the terms are

written in cylindrical coordinates. The Rashba coupling parameter αs is calculated using the

third order perturbation theory in the extended Kane model, [27] given by:

αs =
P2

3

[
1

E2
0

−
1

(E0 + ∆0)2

]
(3.22)

−
P′2

3

[
1

(E0 − E′0)2 −
1

(E0 − E′0 − ∆′0)2

]
,

where the band parameters in Eq. above are E0=1.85 eV, [200] E′0=7.39 eV, [201] ∆0=0.42 eV,

[201] ∆′0 = 0.64 eV, ∆0 = 0.27 eV, [201] P = 10.63 eVÅ, [202] and P′ = 9.16 eVÅ. [202]

Using these values in Eq. (3.22), the obtained Rashba parameter is 3.61 Å
2
. Comparing with

another materials, the Rashba parameter for GaAs, InAs and InSb are 5.21 Å
2
, 117.10 Å

2
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and 523.0 Å
2
, respectively. [27]
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Figure 3.3: Fock-Darwin spectrum for CdSe QD under an applied magnetic field. The symmetric dispersion
is represented by the dashed lines. The perturbative potential considers the eccentricity, δ1=−1 meV/100nm2,
and Gaussian perturbation, δ2=−4 meV/100nm2. In all calculations were fixed a1=0 and a2=−4 meV/100nm2.

The SO interaction in CdSe QDs is weak. The anti-crossings in the Fock-Darwin

spectrum can be intensified using perturbative potentials. In Fig. 3.3 we show a contrast

between the unperturbed and perturbed spectrum with eccentricity and Gaussian asymme-

tries for CdSe QDs under an applied magnetic field, both combined with the spin-orbit

interaction. For null magnetic field, the radial quantum number are separated for asymmetric

QDs, contrasting with the unperturbed potential. For non-zero magnetic fields, Fig. 3.3 show

an energy shift and several anti-crossings, indicating the inversion of the spin polarization in

the perturbed case.

3.4 Quantum dot and ring under electric field

As mentioned previously, the understanding of the properties of semiconductor

quantum dots is crucial for technological applications, such as nanodevices. The modulation

of the QDs geometry through perturbative potentials and the incidence of external electric

field allows to manipulate the electronic and optical properties, such as the control of the

carrier excitations for particular desired application. [203, 204] The manipulation of the band
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gap of QDs and QRs via an externally applied electric field provides advances in quantum

technologies. [205–207] In order to explore the properties of the confined carriers behavior

in QDs, [208] the k·p Hamiltonian was used to describe the experimental evidence of indium

arsenide (InAs) QD on the layer of gallium arsenide doped with antimony (GaAsSb) under

an electric field, leading to the quantum confined Stark effect and the intertwining between

the holes wavefunctions, studied in sections 3.4.1 and 3.4.2, respectively.

3.4.1 Stark effect and quantum confined Stark effect

The Stark effect is defined by the incidence of an electric field on a carrier moving

in a periodic potential lattice. In 1960, Wannier studied the effective Hamiltonian and

wavefunctions for Bloch electrons in an applied electric field. [209] In addition, the non-

periodic potential VF due to an electric field incidence has the following form:

VF = −ε · r, (3.23)

where ε and r are the electric field and the orbital distance of the carrier, respectively. The

optical absorption and emission changes according to the electric field intensity. The non-

periodic potential causes an instability in the ground state of the system, where the Bloch

theorem loses its validity. Thus, the formulations of the exchange and correlation functionals

within density functional theory exhibit difficulties. [210, 211] In this way, the analyzed

results presented in the next section were performed within the k·p approach.

Quantum confined Stark effect (QCSE) is the consequence of the incidence of an

external electric field in the quantized systems. In the presence of an electric field, QCSE

gives a spectral shift in the energy spectrum. In addition, the incidence of an external electric

fields provides an increase in the exciton recombination lifetime due to the decrease of the

electron-hole wavefunction overlap. [212–215]

3.4.2 Electric and magnetic field in valence band states

In these results, the theoretical and experimental framework is focused in the heavy

and light holes states, wherein the split-off states are assumed as a remote band. A visual
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representation of the QD wavefunction under electric field is given in the Fig. 3.4. In panel

(a) we represent the indium arsenide (InAs) QD covered by gallium arsenide doped with

antimony (GaAs:Sb) and, in part (b), we show the probability density distribution of the

fundamental states of holes. [208]

Figure 3.4: Interplay between wavefunctions in the indium arsenide (InAs) QD covered by gallium arsenide
doped with antimony (GaAs:Sb). In panel (a) a schematic representation of the experimental structure is shown.
In panel (b) the distribution of the probability density of the holes ground state in the (110) and (110) planes is
represented. In each panel the electric field intensity is indicated.

In the Fig. 3.4, taken from the Ref. [208], the electric field is shown modulating the

QD and QR wavefunction. Note the overlap of the wavefunction for QDs. Increasing the in-

tensity of the electric field the QD wavefunction is obtained, otherwise the QR wavefunction

prevails. However, when the magnetic field is introduced in the system, a relation between

electric and magnetic fields was observed. The diamagnetic energy difference between the

hole states decreases for smaller electric fields. Moreover, an inversion in the Zeeman

splitting was observed, shown in the first frame of the second line of Fig. 3.5.

The management of the confinement provides a strong hybridization between the

spins holes states, becoming sensitive to the incidence of the magnetic field, allowing the

manipulation of the spin character. [216] To study the magnetic response of the holes states

tuning the Zeeman splitting combined with an externally applied electric field, the Luttinger
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Figure 3.5: Zeeman splitting and diamagnetic shift for valence band states. Smaller values of the electric field
decrease the diamagnetic shift. On the other hand, higher electric field strength increases the diamagnetic shift.
An inversion in the Zeeman splitting can be observed.

model within the k·p method was used. In order to simulate the intertwining between the

QD and QR wavefunctions, the flexible confinement potential between the QD and QR in the

lateral direction, defined in Eq. 3.3, was used. The confinement along the growth direction is

given by a rigid wall. The QCSE was included by adding the potential given in Eq. (3.23). In

these calculations, the magnetic and electric fields were applied along the growth direction,

according to the experimental results. The magnetic response of the HH is stronger than

the LH in the presence of an electric field, providing the displacement of the HH states

along the edge of the gallium arsenide doped with antimony (GaAs:Sb). Therefore, the

electronic structure was emulated assuming the LH inside the InAs QD and the HH in the

edge of the QD constituted by GaAs0.83Sb0.17, where the parameters were obtained by a linear

interpolation between the GaAs and GaSb values.

The manipulation of the quantum confinement and the Zeeman splitting is depicted
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Figure 3.6: Hybridization between heavy and light holes states in the presence of a magnetic and electric field
for a given confinement profile. In the panel (a) the effects of the confinement profile are indicated tuning the
Zeeman splitting and opening the possibility to control the spin character. The hybridization between the spin
states is given in panel (b). By decreasing the electric field, the diamagnetic shift decreases, as indicated in
panels (c) and (d). At the bottom of the Fig. the migration of the heavy holes states is depicted from the center
to the edge of the QD due to the decrease of the electric field.

in Fig. 3.6, where the strong hybridization between the spins character at 0 magnetic field and

the diamagnetic shift of 177.82 meV is presented in panel (a), where the k·p parameters used

were a1R=a1D=0, a2D=a2R=31.0 meV nm−2, LD=LR=7.0 nm, F=180 kV cm−1, being a1D and

a2D the in-plane confinement for the LH and a1R and a2R the in-plane confinement for the HH,

LD and LR define the height of the QD used in the LH and HH confinement, respectively. In

addition, in the same panel the anti-crossing between the second and third levels is shown
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at 3.0 T due to the non-diagonal Luttinger parameters, indicating the inversion of the spin

character due to the introduction of the magnetic field. This hybridization is confirmed in

panel (b), where the coefficients of the ground state are indicated and also the inversion of

the sign of the Zeeman splitting. The HH↑ is predominant for B ≤ 2.9 T, otherwise HH↓ is

obtained, where the ↑ and ↓ indicates the spins up and down, respectively. This conclusion

agrees with the experimental results presented in Fig. 3.5. Although spin-orbit coupling was

included in this calculations, its small intensity does not produce significant effects. In panel

(c) we used a1D=0, a1R=100 meV nm2, a2D=31 meV nm−2, a2R=60 meV nm−2, LD=LR=7 nm

and F=0. In the same way, panel (d) used a1D=0, a1R=200 meV nm2, a2D=31 meV nm−2,

a2R=65 meV nm−2, LD=LR=7 nm and F=−180 kV cm−1. The diagmetic shift in panels(c) and

(d) are 169.38 meV and 163.05 meV, respectively. The diamagnetic shift becomes smaller

as the electric field is decreased. In addition, at the bottom of Fig. 3.6 the behavior of the

wavefunction is depicted for F= ±180 kV cm−1, where the HH moves from the center to the

edge of the QD by decreasing the electric field.

3.4.3 Effective Lande-factor and exchange interaction in CdSe quan-

tum dots

The magnetic impurity incorporation in a non-magnetic material provides the ex-

change interaction between the magnetic impurity and the host material, leading to the Giant

Zeeman splitting. Thus, the Lande-factor of the material must include the effect of the

magnetic impurity. The exchange Hamiltonian due to the effect of magnetic impurity is

written as follows: [27]

Hex = −
∑

m

J(r − Rm)Sm · σ. (3.24)

where the sum runs over all m magnetic impurities and σ is the electron spin operator. The

exchange interaction term J (Ri − r) has a range of one lattice constant and is related to the

spin operator (Sm) and the position (Rm) of the magnetic impurity. [189] Using the mean field

approximation and introducing the contribution of the Nt impurity ions trapped in localized

defects, the exchange Hamiltonian (3.24) is given by:
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Hex = −J0x 〈SMn〉 · 〈s〉 −
Nt∑

m=1

J0Ω0 |Φ(Rm)|2 〈Sm〉 · 〈s〉 , (3.25)

where |Φ(Rm)|2 is the mean value of the envelope function in a unit cell containing the

impurity atom, x is the molar impurity fraction. The exchange interaction term is written

as J0 = 1/Ω0

∫
Ω0

J (Ri − r) u∗ju jdr, with Ω0 = a3
0/4 the unit cell volume, a0 the lattice

constant and u j the periodic part of the Bloch function. The experimental observation of

J0 for CdMnSe and InMnAs in bulk phase is 0.26 eV and 0.5 eV, respectively. [217, 218]

For a better understanding of the Zeeman splitting, the first order correction analysis

was performed for the effective Lande-factor in order to study the correlation between the

confinement, asymmetry, spin character and the impurity effects. Firstly, to investigate the

Zeeman splitting of the ground state without the contribution of impurity, which is diagonal

in the proposed basis, combined with the spin-orbit interaction, Eqs. (3.19) and (3.25) are

manipulated,

∆E(1)
Z =

(
g∗ + 2

m∗αs

~2

〈
∂V
∂ρ
ρ
〉)
· µBB , (3.26)

where g∗ is the Lande-factor, V describes the lateral confinement profile in Eq. (3.16), m∗

the effective mass, αs the Rashba parameter and ρ the QD radius in cylindrical coordinates,

reported previously in Refs [219, 220]. Using the perturbative potential introduced in section

3.3.2 and taking advantage of the error function er f (x), the renormalized Lande-factor is

g(1)
e f f = g∗ + 2

m∗αs

~2

[
a2 +

δ1

2
+ δ2

σ
√

2π
er f

(
π
√

2σ

)]
λ2 . (3.27)

Within the low field limit approach, e.g., for λ→ l0, Eq. (3.27) can be expressed in

terms of the local defects and asymmetries:
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g(1)
e f f = g∗ + 2

αs

l2
0

{
1 + sign(δ1)

e2

2 − [1 + sign(δ1)]e2

+

 1(
∆
√

2l0
+ 1

)2 − 1

 σ
√

2π
er f

(
π
√

2σ

) }
.

(3.28)

In Fig. 3.7, we present the effective Lande-factor with the spin-orbit coupling and

asymmetric effects, given in Eq. (3.28). In part 3.7(a), the effective Lande-factor using the

first order correction gives the calculated values of ∆/l0 as a function of the angular amplitude

of the local defect σ without eccentricity perturbation. The intensity of the local defect (∆)

and the sign of δ2 defines the behavior of the effective Lande-factor, which is modulated by

the angular amplitude (σ) due to its stronger contribution in the renormalization. In the same

way, the sign of δ1 induces changes in the QD eccentricity, as indicated in panel (b), where

δ1 > 0 and δ1 < 0 provides the shrinking and enlarging of the QD, respectively. In addition,

Eq. (3.28) shows that the first order spin-orbit correction of the Lande-factor increase for

smaller QD radius. Therefore, the relative Lande-factor increases as the QD size is reduced,

independent of the direction of the local defect shrinking. Moreover, Eq. (3.28) defines the

response in spin splitting energy levels through the introduction of the asymmetries in the

presence of the spin-orbit coupling, where its description is given in universal units 2αs/l2
0

determined by the material parameters and the strength of the spin-orbit coupling.

Until here, the analysis has been made without including the magnetic impurity.

The tuning of the Lande-factor is associated with the exchange interaction parameter (J0).

The study can be performed in low field limits, where the mean field approximation can be

obtained by taking the limx→0 BJ(x) = (J + 1)/J · x/3 in Eq. (3.27). After some algebraic

manipulations, the addition of the exchange interaction parameter in Eq. (3.28) is written in

a following way:

g(2)
e f f = g(1)

e f f −
7J0gMn

6k(T + T0)

x +

Nt∑
m=1

Ω0 |Φ(Rm)|2
 . (3.29)

Assuming that the exchange interaction parameter includes only the effects of the



3. Quantum wells, rings and dots 60

Figure 3.7: Effective Lande-factor including spin-orbit and asymmetry contributions in units 2α/l20, described
in Eq. (3.28). Panel (a) represent several values of ∆/l0 without eccentricity perturbative potential for g(1)

e f f −

g∗[2αs/l20] as function of the angular amplitude of the defect, σ. In panel (b) are shown the calculated values
of the g(1)

e f f − g∗[2αs/l20] as function of the eccentricity with σ = ∆ = 0.

impurity and manipulating Eq. (3.29) in order to incorporate the structural parameters and

temperature, the effect of the the dopant ions position in the Lande-factor renormalization is

given by:

g(2)
e f f − g(1)

e f f = −
7J0gMn

12k(T + T0)
a3

0

πl2
0Lz

exp
(
−ρ2

Mn/l
2
0

)
. (3.30)

The impurity positioning of the magnetic atoms (ρMn) in Eq. (3.30) affects the

ground state spin splitting, being inversely proportional to the QD volume a3
0

πl20Lz
. The Lande-

factor correction including the spin-orbit interaction and magnetic impurities positioning as

function of the asymmetries is expressed in Fig. 3.8.

The description of the impurity positioning within the asymmetric QD is given at the

top of the Fig. 3.8 by setting the angular dependence in ϕ = π, x = 0 and Nt = 1 in Eq. (3.30).

In the lower part of the Fig. 3.8, the Lande-factor modulation is represented as a function of

the eccentricity (a) and Gaussian (b) asymmetries for different impurity positions ρMn. The

dependence of the asymmetry strength, for both cases δ1 and δ2, changes the monotonicity

depending on the Mn localization. This dependence allows to study the magnetic field

responses according to the impurity drift during the growth process or thermal annealing.

Evidently, in a real experiment, the impurity position can enter in several QD positions,

even on the growth substrate. The atomistic analysis was performed within the density

functional theory framework, detailed in the next section, comparing the non-equivalent sites
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Figure 3.8: Effective Lande-factor correction, in units of Γ0 = −
7J0gMn

12k(T+T0)
a3

0

l20Lz
, as function of the asymmetric

terms and magnetic impurity localized at ϕ = π. In panel (a) the effect of eccentricity is depicted, while in
panel (b) the contribution of a localized defect is represented.

of the impurity incorporation as well as the effects of the exchange interaction between the

magnetic ions and non-magnetic QD host material.

3.5 Quantum dots, diluted magnetic semiconductors and

density functional theory

The understanding of the Lande-factor is crucial to describe the electronic properties

of the semiconductor systems. The Lande-factor has been used in this Thesis including the

spin-orbit, asymmetry and impurity effects within the k·p approach. Taking advantage of

the density functional theory, the main objective of this section is to elucidate the effects of

impurities incorporation in a non-magnetic material, estimated by the exchange interaction

parameter (J0), which is fully emulated by the ab initio method. Thus, in this section we

study the properties of the cadmium selenide (CdSe) and zinc selenide (ZnSe) semiconduc-
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tors, as well as the CdSe QDs embedded in ZnSe host material, undoped and doped with

manganese (Mn).
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Figure 3.9: Local density of states (LDOS) and band structure of the pristine cadmium selenide (CdSe) bulk
system. In panels (a) and (b) the LDOS of the cadmium (Cd) and the selenium (Se) atoms are shown,
respectively. Part (c) depicts the band structure of the CdSe, where the direct gap is indicated by the Γ line.

The introduction of the magnetic doping atoms in non-magnetic materials, such as

cadmium selenide doped with manganese [221–223] and cobalt [224] impurities, allows to

study the exchange interaction between the s-p levels of the host material and d states of the

impurity. [225] In this section, it is assumed that the manganese (Mn) is the doping atom in

the CdSe and ZnSe materials. The magnetic moment of Mn varies with the lattice parameter.

The stable phase of the Mn at room temperature is a complex bcc structure with 29 atoms

per unit cell, showing an anti-ferromagnetic structure. [226]

On the left side of Fig. 3.10 the total density of states of the manganese atom

is shown, for face centered cubic, body centered cubic and hexagonal centered packing

structures, and CdMnSe QD in ZnSe substrate. On the right part, the local density of states

is presented for zinc (Zn), cadmium (Cd), selenium (Se) and manganese (Mn) atoms. The
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Figure 3.10: Cadmium selenide (CdSe) quantum dot in zinc selenide (ZnSe) substrate doped with manganese
(Mn). On the left, the density of states of Mn and CdMnSe/ZnSe QD are presented. On the right, the local
density of states of zinc (Zn), cadmium (Cd), selenium (Se) and manganese (Mn) atoms are shown.

vertical line indicates the Fermi energy, showing the forbidden region of the CdSe and ZnSe

semiconductors.

3.6 Exchange interaction estimated by density functional

theory

The understanding of the band structure of doped materials is crucial to design new

spintronic devices. [227] Thus, the exchange interaction parameter (J0), described in section

3.4.3, plays a key role for the analysis of the incorporation of impurities in nanoscopic sys-

tems. The density functional theory allows us to study the magnetic effects of the impurities

at atomistic scales.

To simulate the doped QD within the DFT framework, a supercell of CdSe QD

embedded in the ZnSe host material was provided formed by 38, 108 and 70 atoms of
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Cd, Se and Zn, respectively. The manganese atom was incorporated in several places,

assuming the substitutional, replacing the Cd and Zn atoms, and interstitial doping sites.

Due to the periodic representation of the bulk model, we assumed in these calculations

only the non-equivalent impurity sites, where the panel Fig. 3.11(a) represents the undoped

QD and the circle indicates the QD region. In panel (b), the black atom depicts the Mn

replacing the Zn atom in the matrix that surrounds the QD. For the interstitial configurations,

panels (c), (d) and (e) emulate the Mn entering in the center, in the matrix and in the

edge of the QD, respectively. For substitutional doped structures, the Mn replaces the Cd

in the positions represented by the panels (f-i). Above the interstitial and substitutional

configurations we displayed the energy difference between the smallest configuration energy

for each type of doping and the considered structure. For example, for interstitial doping,

the Mn impurity placed at the matrix of the bulk has the smallest energy comparing to

the other interstitial doping sites, where the energy difference between this structure and

the interstitial Mn impurity placed at the center and at the edge is 157 meV and 19 meV,

respectively. In the same way, the structure QD-004 has the smallest energy considering

other substitutional doping sites. The energy difference between the QD-004 and other

substitutional configurations QD-001, QD-002 and QD-003 is 1 meV, 34 meV, 18 meV,

respectively. Therefore, as indicate in Fig. 3.11, the Mn ion placed in the matrix and near to

the center of the QD are the preferential interstitial and substitutional structures, respectively,

indicating the most probable configurations to occur in the growth process. From this point

of the analysis, the focus will only be on the lowest energy in the substitutional configuration

QD-004, described in Fig. 3.11 (i).

The Lande-factor for DMS systems was defined previously in this Thesis within the

k·p approach in Eq. (3.30), studying the Mn positioning (ρ) and the exchange interaction

parameter (J0). The exchange interaction can be studied at atomistic scale taking advantage

of the density functional theory3, where the J0 can be obtained from the energy difference

(∆Etot) between the anti-ferromagnetic (AF) and ferromagnetic (FM) states, as shown in

Eq. below:

∆Etot = EAF − EFM. (3.31)
3These calculations were performed using the Viena ab initio Simulation Package (VASP), wherein the details
are found in the appendix D.
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Figure 3.11: CdSe QD embedded in a ZnSe matrix undoped and doped by a Mn impurity. Panel (a) represents
the undoped QD, where the QD region is indicated by a circle. In panel (b) the Mn atom is shown replacing
the zinc atom in the matrix surrounding the QD. The interstitial Mn doping sites are (c) in the center, (d) in the
matrix and (e) in the edge of the QD. The substitutional Mn atom replaces the Cd atom in the configurations
represented in (f-i) panels.

The spins alignment for the FM and AF states induced by the manganese spin

ordering is calculated by the total energy difference given in Eq. (3.31). The spins of the

host material interact with the Mn spin impurity. In order to perform AF calculations, the

total spin was assumed at 2, wherein a delocalized spin density of −1/2 with opposite spin is

created. Similarly for the FM state, the total spin is fixed at 3 and the electrons spin around

the impurity was observed at −5/2. In both cases, the Mn spin was preserved at 5/2 and

only the magnetic exchange is considered. Therefore, for AF calculations, the spin density

around the impurity is aligned and, for FM, is co-aligned. In this context, the solution of the

Schroedinger Eq. for the impurity contribution is given by: [225, 228–230]

EG = xe f f N0α〈S z(xe f f , B,T )〉 , (3.32)

where N0α is the intensity of the exchange interaction between the electronic levels of

the host material and impurities, 〈S z(xe f f , B,T )〉 = S 0B j(x)
[
S GgGµB

B
T+T0

]
with B j(x) the

Brillouin function, S 0 the material parameter, S G the spin impurity, gG the Lande-factor of

impurity, T0 and T are the Curie-Weiss parameter and the temperature, respectively. There-

fore, in these calculations, the initial magnetic moment for manganese atom was specified

and fixed its spins for ferromagnetic and anti-ferromagnetic calculations with spin average
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〈S z〉total = 6 and 4. It was noted that the manganese preserves its local electronic distribution

and there is a difference in the total magnetization in each calculation. The electrons of the

impurity provides an alignment around it. The consequence is the hybridization between the

p states of the selenium and d states of the manganese. The Brillouin function describes the

magnetic behavior of the material as function of the spin impurity,

B j(x) =
2S G + 1

2S G
coth

(
2S G + 1

2S G
x
)
−

1
2S G

coth
(

1
2S G

x
)
, (3.33)

where x =
gµBS G B

KBT . Note that 〈S z(xe f f , B,T )〉 represents the thermal average of the spin

operator S z. In Fig. 3.11(i), the ratio of the substitutional Mn atom is xe f f = 1 % and the

thermal average of impurity spin is 〈S Mn〉 = 5/2. In this way, Eq. (3.33) becomes:

N0α = J0 = −∆Etot/xe f f 〈S Mn〉 . (3.34)

In order to describe the CdSe:Mn using density functional theory, we employed the

Hubbard DFT+U correction proposed by Dudarev et al. [140] The adjustment used was

7.0 eV in Cd and Zn d-states and no correction was used in p-Se levels. The choice of these

values improves the description of the lattice parameters of ZnSe and CdSe in comparison

with the experimental data. The details concerning the DFT+U correction in d-Cd and d-Zn

shells and the obtained exchange interaction parameter (J0) can be found in appendix D. In

order to increase the accuracy in the description of the impurity, the Hubbard Ue f f in Mn-d

orbitals was varied. A visual illustration of J0 is shown in Fig. 3.12. It is worth noting the

strong dependence between the Ue f f correction in d-Mn states and J0, where the J0 may vary

two orders of magnitude when the Ue f f increases from 0.0 to 7.0 eV, as depicted in the panel

(a). This strong dependence is elucidated by the local density of states (LDOS), given in

Fig. 3.12(b) for Ue f f = 0.0, 3.0 and 7.0 eV. For the curves without correction in d-Mn, the

unrealistic value of J0 ' 1.77 eV defines the strong hybridization between the p-Se and d-Mn

shells. Panel (b) indicates that the d-Mn peaks is shifted to lower energies due to increased

correction, becoming more localized and decreasing its dispersion in the valence band. By

decreasing the hybridization due to the Ue f f correction, the value of the J0 decreases and the

exchange interaction between the impurity and host material becomes smaller. This lower

hybridization is indicated by the Ue f f = 7.0 eV in d-Mn shells in the same panel (b), where a
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smaller energy is required to separate the d-Mn and p-Se shells, leading to a very low value

of J0.

Figure 3.12: Exchange interaction term (J0) and local density of states for bulk without and with cadmium
selenide QD doped by manganese. The CdSe QD is surrounded by ZnSe atoms. In panel (a) the calculated
J0 term is shown with Hubbard correction for the bulk with and without QD. In panel (b) the local density of
states is presented for CdMnSe bulk without QD using Ue f f = 0, 3 and 7 eV in p-Se and d-Mn states. In part
(c) the local density of states is shown for CdMnSe bulk with QD in comparison to the bulk without QD using
Ue f f = 3 eV in d-Mn states.

The experimental observation of the exchange interaction due to the incorporation

of Mn impurities in CdSe pristine bulk material, namely, J0=0.26 eV, [217] is reproduced

with Ue f f =3.0 eV. However, the values available in the literature correspond only for the

pristine cases. Thus, the proposal of this investigation is to obtain the exchange interaction

parameter for QDs. The presence of the QD inside the bulk provides changes in the quantum

confinement, stress in the atoms, and new chemical potential. Consequently, the J0 value
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will change. In panel (c) of Fig. 3.12, the calculated values of the J0 are depicted for CdSe

QDs in ZnSe substrate doped with substitutional Mn, replacing the Cd inside the QD. The

J0 for the doped QD is almost twice the pristine case. Thus, the Ue f f = 3.0 eV corresponds to

J0=0.47 eV, indicating a higher magnetic coupling due to the lattice mismatch of the 7.31 %

between the CdSe and ZnSe structures, which cause a compression of CdSe.

3.6.1 Stress tensor effects

The lattice parameter of cadmium selenide is higher than the zinc selenide. Thus,

the CdSe atoms are strained in the ZnSe host material, which leads to a compression of

the atomic bonds and changes the confinement profile. In consequence, new optical and

electronic properties appear in the heterostructure. The theoretical effects of the stress

tensor can be simulated through atomistic investigations performing ab initio techniques.

Point defects4 and the incorporation of impurities in the growth moment practically does

not change the lattice parameter of the cell. In order to study the stress in the electronic

properties, the total density of states of the CdSe bulk model is presented in Fig. 3.13,

depicting the stress of 7.31 %, compressing and enlarging the lattice parameter. Taking as

reference the structure in absence of the stress effects, as indicated by the black curve in

Fig. 3.13, the variation of the lattice parameters changes the confinement profile and provides

the displacement of quantum states of the stressed structures.

3.6.2 Effective coordination number concept

Here, the structural properties of the CdMnSe QD in ZnSe host material were

studied within effective coordination number (ECN) concept using the coordination number

(CN) studies. In CN theory, all bonds lengths between the atom i and its surrounding j

with a smaller cutoff parameter (dcutt) receives a unique weight (wi j = 1.0). Thus, CN is

applied for symmetrical configurations by counting the number of the bond lengths smaller

than dcutt, including the nearest neigbohrs. However, for non-symmetrical systems, the CN

concept needs improvements in the description of different bonds lengths and the weights

must follows these bonds variations (wi j , 0). In ECN concept the different weights are

4In the chapter 4 the consequence of point defects is studied in cadmium selenide QDs grown on zinc selenide
substrate.
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Figure 3.13: Total density of states (DOS) of cadmium selenide bulk tensioned by 7.31 %. The stress is equally
introduced in the cartesian directions, compressing or enlarging the bulk. The DOS of the stressed structures is
compared with the DOS of the same geometry without pressure.

included, assigned for each bond length (di j). Usually, the ECN concept is calculated to

study a particular i atom strongly linked with the closer j atom. Thus, small changes

in the environment and distortions in the lattice must be taken into account, where the

weight is calculated considering the weighted bond lengh. The ECNi is obtained through

the self-consistently cycle: [231]

ECNi =
∑

j

exp

1 − (
di j

di
av

)6 , (3.35)

where di j is the distance between the i and j atoms and the average weighted bond length

(di
av) is given as follows:

di
av =

∑
j di jexp

[
1 −

( di j

di
av

)6
]

∑
j exp

[
1 −

( di j

di
av

)6
] . (3.36)

For N number of atoms, the ECN average is written as:
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ECN =
1
N

N∑
i=1

ECNi. (3.37)

The stop criterion used to obtain the results presented in the appendix D is |di
av(new)−

di
av(old)| < 0.00010, where the smallest bond length distance between the i and j atoms is

used as the initial value for the average weighted bond length, given in Eq. 3.36. The posi-

tioning of the manganese atom in the cadmium selenide QD or in the zinc selenide substrate

provides changes in the bond lengths of the system compared to the undoped QD bulk.

These changes in the bonds are higher in interstitially configurations than in substitutionally

geometries due to the presence of the Mn atom in the non-crystalline position. In appendix

D, Table D.3, the ECN and di
av are presented for the doped and undoped QD structures,

where a comparison between PBE functional with and without the Hubbard correction was

performed.



Chapter 4

Calculations for vacancies in solids

Imperfections in solids are unavoidable in the growth phase, providing changes in

the structural, optical, and electronic properties of these solids due to the deviation of the

lattice periodicity. Some interesting properties of the crystals are related to the concentration

of defects, such as the electric conductivity and luminescence phenomena. [232] Imper-

fections caused by external agents will disturb the equilibrium of the nanostructure, whose

dynamics is described in terms of the thermodynamic variables. In the asymptotic regime,

the nanostructure tends to reach the charge neutrality.

The imperfections in the crystalline structure can be classified according to their di-

mensionality, such as zero-dimensional or point-defects, one- and two-dimensional defects.

[97] The point defects are characterized by single atomic sites. Examples of point defects are

the vacancies, defined by the removal of one atom from the crystal lattice. Point defects can

be studied in two groups, intrinsic and extrinsic defects. Intrinsic imperfections are, usually,

vacancies. The presence of the vacancies in the periodic cell originates a strain in the lattice.

Vacancies and interstitial defects can move in the crystal, where the migration energy must

be overcome. [97] Substitutional magnetic impurities are considered extrinsic defects. The

substitutional and interstitial magnetic impurities were studied in chapter 3 of this Thesis.

As mentioned, the properties of the semiconductor devices can be affected by the

introduction of the structural asymmetries, magnetic atoms, and vacancies. Thus, in the next

subsections we will study the effect of the vacancies in the electronic properties of cadmium

selenide quantum dots within zinc selenide host material. The investigations were performed
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within the density functional theory.

4.1 Energy of formation

The analysis of the formation energy (FOE) is crucial for the investigation of the

imperfections in solids. FOE allows to predict the optical and electronic properties of

the defective material. Using the formation energy, it is possible to analyze the charged

defects. For vacancies, the FOE is defined by the required energy to remove one atom from

the crystal. In the supercell approximation, the formation energy (EF(α, q)) of a vacancy

constituted by different atomic species (α) with a charged1 state (q) is given by:

EF(α, q) = Ed(α) − Ep(bulk) −
∑
i=1

niµi + q(µe + EVBM), (4.1)

where Ed(α) and Ep(bulk) are the total energies of the supercell with a defect (α) and the

pristine material, respectively. The number (ni) of atoms inserted (ni > 0) or removed (ni <

0) is related to the chemical potential (µi) for each atomic specie (i). The Fermi energy

(µe) is related to the top of the valence band (EVBM) of the pristine material. [233, 234] In

addition, EVBM can be understood as the required energy to remove one electron from the

VBM to a reservoir. In the formulation of Eq. (4.1), we can study one or several defects with

different chemical potentials. The energy variations in the supercell due to the presence of

defects are represented by the difference Ed(α) − Ep(bulk). For charged vacancies (q , 0),

the formation energy varies with the Fermi level of the pristine material. For finite systems,

such as supercells, the top of the valence band must be corrected for charged states. The

correction is based on the difference between the average potential in a region of the supercell

far from the defect and the same average potential in a region without the defect. [235, 236]

In semiconductor systems, the chemical potential depends on the growth conditions and the

stoichiometry proportion. If the system has an excess or a deficiency of certain atomic specie,

the system is called rich or poor in this element, respectively. [237–239]

1The charge can be positive or negative.
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4.2 Defect induced magnetism in CdSe QDs

The study of the origin of the magnetism in non-magnetic materials due to external

agents is a challenging topic in low-dimensional systems. It has attracted the attention of the

scientific community for this area, becoming a paramount task and an active research field.

Ferromagnetic ZnO thin films grown by polymer-assisted deposition increases its magnetiza-

tion due to the introduction of zinc vacancies, for instance. [240] The control of magnetism

in graphene by applied bias voltage becomes desirable for spintronic nanodevices. [241]

The origin of magnetism in inorganic CdSe quantum dots has been previously studied.

[242–246] Meulenberg, [244] Sundaresan [245] and Seehra [247] studied the emergence

of the paramagnetism in CdSe QDs as a source of magnetism due to their control of their

surface chemistry. Singh presented the evidence of magnetism in copper-doped cadmium

selenide nanoparticles. [243] The exchange interaction in these types of nanoparticles must

be considered to be a crucial factor for the magnetic ordering. [246] However the results of

appearance of the magnetism is still profusely discussed in the literature. For this reason, the

purpose of this section is to explore the experimental details from our collaborators, which

indicate that the magnetism arises from defects in self-assembled CdSe QDs grown within a

ZnSe host lattice, where the experimental investigations are corroborated by the theoretical

descriptions.

Performed in 2006 and grown under the same conditions, a single layer of the QDs

does not presented magnetic moments, unlike the two QD layer system. Therefore, these

results seemed paradoxical. In this study, the optical evidence of the nanomagnetism in

non-magnetic CdSe QDs was detected in its micro-photoluminescence (PL) and the spin-

dynamics is characterized by its time resolved polarized emission.

As reported in Ref. [248], the QDs were grown through a self-assembling process.

Fig. 4.1 (a), taken from Ref. [249], displays the cross section of the transmission electron

microscopy images (TEM), where the arrows indicate the QDs formations. The layers of

CdSe QDs are separated by ZnSe atoms around 3 nm, allowing an effective vertical electronic

coupling. The characterization of the optical response was performed by exciting the sample

with an argon ion laser and the micro-photoluminescence was detected in a cryostat with the

temperature ranging between 2-5 K. The modulation of the magnetic field strength allows to

study the polarized QD emission. Thus, Figs 4.1 (b)-(c) represent the emission from single
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QDs, labeled QD1, QD2 and QD3. It is important to note that the peak splitting is verified

at B=0 even for unpolarized detection, where the lifting of the spins degeneracy under the

magnetic field is linked to the Zeeman effect. Fig 4.1 (d) shows the peak positions for the

emission lines of the QD2 and in the panel (e) is depicted its respective energy splitting.

For the case B=0, an energy splitting is noted in the experiment with hysteresis, indicating a

possible magnetic ordering. In contrast, these results are not verified in the micro-PL of the

single QD layer. [249]

Fig. 4.2 show the transients of the time-resolved PL with the linear excitation, for

two circularly polarized detection and measured at B=0. Due to the magnetic field effects

acting on the spin regime, the spin-dynamics leading to the Rabi-like flopping can be studied

by the following model:

i~
d
dt

 s+

s−

 =

 ~ωz + iγ α1

α2 −~ωz + iγ


 s+

s−

 , (4.2)

where we considered an anisotropic spin-decoherence mechanism through the parameters

α1,2 and a lifetime broadening γ of the Zeeman splitting term, ~ωz = 1/2g∗µBB, inducing the

wavefunction decay. The solutions of the system are given by:

s+(−)(t) = e−γt

[
cos (Ωt) − (+) i

ωz − (+)α1(2)

Ω
sin (Ωt)

]
, (4.3)

with Ω =
√
ω2

z + α1α2, where s+(0) = s−(t). In Fig. 4.2 (a) we show the spin oscillations

given by |s+(−)|
2 with ωz = 0.09ps−1, γz = 0.0015ps−1, α1 = 0.008ps−1, and α2 = 0.003ps−1.

In panel of Fig. 4.2 (b) is depicted the periodicity of the spin-oscillation, where the degree of

the circular polarization (|s+|
2 − |s−|2)/(|s+|

2 + |s−|2) has been displayed. The period T = π/Ω

is related to the spin-splitting originated by the internal field Bin and the effective g-factor

(g∗), which varies according to the confinement profile and asymmetries, as described in

Ref. [191]. Note that the annulment of the Zeeman splitting leads to a certain ambiguity in

Fig. 4.1 (e).
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Figure 4.1: (a) Transmission electron microscopy images (TEM) of two monolayers of the CdSe quantum dots.
In panels (b) and (c) the micro-photoluminescence spectra is represented for three different quantum dots for
several fields and circular polarized detection. The unpolarized emission spectra were also added for certain
fields values. Panel (d) depicts the peak emission positions of the quantum dot 2 (QD2) as function of the
magnetic field strength for σ+ and σ− circular polarized emissions and part (e) details the Zeeman splitting as
function of the magnetic field.
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Figure 4.2: (a) Time resolved integrated intensity measured at zero external field, B=0, for a circular polarized
emissions σ+ and σ−, indicated by open circles. In solid curves we show the spin-density evolution for each
polarization. Panel (b) represents the degree of circular polarization as function of time and frequency ωZ .

4.2.1 Cadmium selenide in zinc selenide host material: a density func-

tional theory investigation

Several approaches have been presented in the literature to investigate the point

defects in order to obtain a better understanding of the nature of the intrinsic magnetism that

emerges in a variety of seemingly non-magnetic QDs systems. [250, 251] Here, the origin

of the vacancies in the growth process and the local magnetic moment attributed to them are
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related with the paramagnetic centers.

The appearance of the nano-magnetism in cadmium selenide (CdSe) QDs in zinc

selenide (ZnSe) substrate is described by emulating the electronic structure at atomistic level.

The theoretical investigations using ab initio calculations based on density functional theory

were performed. [88, 89] The spin-polarized generalized gradient approximation (GGA)

and the semi-local Perdew-Burke-Erzenhof (PBE) exchange and correlation functional were

used. [102] The self-consistent Kohn–Sham Eq. were solved using the Projector Augmented

Wave (PAW) method [177, 179] as implemented in the Vienna ab initio Simulation Package-

VASP. [252, 253] The details of the calculations and the theoretical approach are shown

in the appendix E. Aiming to describe the experimental results, we extensively performed

simulations of mono-vacancies of Cd, Zn and Se in several positions searching for spatially

localized paramagnetic centers. Fig. 4.3 depicts the most relevant neutral point defects

(q = 0), as well as the isosurfaces of the local magnetic moments. However, placing the

Se vacancies inside, at the edge, or outside of the QD, does not provide the emergence

of localized magnetic moment. Thus, only the geometry with the lowest energy, Se-in, as

shown in Fig. 4.3 (d), is discussed in these results. In a comparative way, the configurations

presented in Fig. 4.3 are a good sampling, denoting the main properties of the investigated

defects. Taking advantage of the formation energy2, we predict the most probable kind and

position of the vacancy.

In Fig. 4.3 the structures used in the ab initio calculations are shown. The simula-

tions were performed using a cubic supercell comprised by 38 atoms of Cd, 108 atoms of

Se, and 70 atoms of Zn. The superlattice (L) was obtained from the zinc selenide lattice

parameter of a conventional cell, where L = 3 × aZnS e
0 . The selenium, cadmium and zinc

atoms are represented in green, magenta and gray color, repectively. The spin density

isosurfaces for charged vacancies are shown in red, which values for (a) and (b) panels

are −0.012 e Å
−3

and −0.014 e Å
−3

, respectively. For panel (c), −0.016 e Å
−3

was used. The

selenium vacancies, depicted in the structure (d), did not show the magnetic moment in the

calculations. The Cd vacancies are placed (a) inside, (b) at the edge of the QD, while Zn

defect (c) is placed in the matrix of the QD and the Se vacancy is (d) inside the QD, namely,

Cd-in, Cd-edge, Zn-matrix and Se-in, respectively.

2The formation energy was defined in section 4.1.
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Figure 4.3: Geometries and spin density isosurfaces for uncharged cadmium selenide (CdSe) QDs embedded
in a zinc selenide (ZnSe) host material with vacancies. Panel (a) the geometry Cd-in: Cd vacancy inside
the QD and isosurface 0.012 e Å

−3
. Panel (b) depicts the structure Cd-edge: Cd vacancy at the edge of QD

and isosurface 0.014 e Å
−3

. Panel (c) indicates the structure Zn-matrix: Zn vacancy at the host material and
isosurface 0.016 e Å

−3
. Panel (d) represents the structure Se-in: Se vacancy inside the QD, which does not

present magnetic moment. The QD region is depicted by a circle .

Note that the electronic potential does not provide changes in the formation energy

for uncharged calculations. The results indicate that the uncharged Cd-in geometry repre-

sents the smallest formation energy between the considered structures, pointing to the higher

probability to occur this kind of defect. In addition, the results for neutral defects predict

a d0 magnetism induced by monovacancies created at cationic site. The obtained magnetic

moment of 2µB is due to their four Se atoms in the neighboring of the defect, as depicted

in the spin density isosurfaces in panels (a-c) of Fig. 4.3. On the other hand, neutral Se-in

geometry do not induce a localized magnetic moment, [254] which appears only in charged

frameworks. Therefore, providing selenium uncharged vacancies does not vary the magnetic

moment in relation to the pristine system. Concerning the charged vacancies, negative values

of charge determines the magnetic moment 1.0 µB, where Cd-in structure shows the smallest
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formation energy. Moreover, the calculated FOE for positive charged vacancies, where the

structure Cd-in has the smallest intensity, shows the magnetic moment of 3.0 µB for Cd-in

and Zn-matrix structures, and 1.0 µB for Cd-edge and Se-in geometries.

Table 4.1: Calculated values for the geometries presented in the Fig. 4.3. qC, Mag. Mom and EFor are the
charge, magnetic moment and formation energy, respectively.

Struct. qC Mag. Mom EFor

[µB] [µB] [eV]

Cd-in −1.00 1.00 2.59
Cd-in 0.00 2.00 2.45
Cd-in 1.00 3.00 4.71
Cd-edge −1.00 1.00 2.83
Cd-edge 0.00 2.00 2.70
Cd-edge 1.00 1.00 4.97
Zn-matrix −1.00 1.00 3.85
Zn-matrix 0.00 2.00 3.69
Zn-matrix 1.00 3.00 5.95
Se-in −1.00 1.00 4.42
Se-in 0.00 0.00 3.19
Se-in 1.00 1.00 5.52

In Table 4.1 we show the results of the FOE simulations, where qC, Mag. Mom and

EFor are the charge, magnetic moment and formation energy for the calculated structures. In

addition, the possibility to occur charged defects was analyzed for other systems. [233] A

visual representation is given in Fig. 4.4, which provides a comparison between the formation

energies among all charged vacancies. [239, 255] The chemical and electronic potentials

were obtained from the free-atoms and from the valence band maximum (VBM) calculations,

respectively.

Note that defects can induce the appearance of local magnetic moments. For these

results, the local magnetic moment varies µB, whereas the Se-in neutral vacancy is the only

non-magnetized structure and Cd-in, Cd-edge and Zn-matrix uncharged geometries lead to

a local magnetic moment of 2µB. Furthermore, the neutral defects have the lowest formation

energy. In particular, the uncharged Cd-in vacancy has the lowest formation energy among

all defects, which is lower by 250 meV in relation to the Cd-edge structure. Se-in geometry

has 740 meV greater than the lowest energy configuration and Zn-matrix has the highest

formation energy between all the structures. The charged vacancies have the higher FOE.

Therefore, uncharged structures are preferred in the growth process.
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Figure 4.4: Formation energy for Cd-in, Cd-edge, Zn-matrix and Se-in structures, illustrated in Fig. 4.3. The
calculations were performed for charged and uncharged states. The magnetic moment is indicated for each
calculated structure.

Figure 4.5: Formation energy of charged and neutral geometries presented in Fig. 4.3 as function of the
electronic chemical potential, where the structures Zn-in, Se-in, Cd-edge and Cd-in denotes the Zn vacancies
in the matrix, Se inside the QD, Cd at the edge and inside the QD, respectively.

In a real experiment, the electronic potential µE can vary from the VBM to CBM,

[256] as shown in Fig. 4.5. Thus, the calculations were performed ranging µE from 0 to the

gap energy. The obtained results show that neutral defects are the most stable. The electronic

potential close to VBM favors the positive charged states, being at least 1.2 eV higher than
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the neutral configurations. On the other hand, µE close to the CBM favors the occurrence

of negative charge defects. Moreover, uncharged calculations have the lowest formation

energies among all calculations. In summary, the lowest formation energy is obtained when

the Cd vacancies are placed inside and close to the QD center, where the local magnetic

moment obtained is 2µB.

The lattice mismatch between the host material, ZnSe, and the QD structure, CdSe,

provides an unavoidable strain in the system. This strain promotes a decrease in the bonds

lengths, changing the semiconductor confinement. Furthermore, vacancies can also induce

strain in the crystal, allowing the rearrangement of the atoms in the supercell.

Figure 4.6: Formation energy and strain calculations. In panel (a) the QD atoms of the supercell are shown
without defect and (b) the same QD region with defect, representing the Cd-in geometry. The atomic
displacements are indicated by blue arrows. In panel (c), the strain is calculated as function of the formation
energy, where strain effects are due to the lattice parameter variation. Panel (d) shows a comparison between
the Cd-in and Se-in chemical potentials.

A better understanding of the formation energy is presented in Fig. 4.6, where, in

panel (a), an array of QD atoms without defect and in panel (b,) an array of QD atoms

with defect are represented. The atomic distortions in relation to the pristine structure are

indicated in this panel by blue arrows, where the surrounding Se atoms of the defect are

dislocated towards the vacancy. A relation between the strain and the formation energy is
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shown in panel (c) of Fig. 4.6, where the atomistic calculations were performed with 63

atoms. Note the decrease of the strain and the increase of the FOE. The absence of strain

indicates that the calculation was performed using CdSe lattice parameter. Decreasing the

lattice parameter of the supercell until the ZnSe lattice constant, the strain increases and the

formation energy is reduced. The variation in EF reaches 4.0 eV for strain values close to

7.0 %. Therefore, the strained CdSe QDs within ZnSe lattice facilitates the defects formation

in the core region. In addition, the chemical potential of the defects can vary from the

free-atom until the bulk. Thus, panel (d) represents a comparison between the Cd-in and

Se-in chemical potentials for uncharged calculations, where the smaller formation energy is

obtained by Cd-in geometry using the free-atom chemical potential.



Chapter 5

Adsorption properties of organic

molecules on 2D semiconductor layers

Developments in semiconductors physics are results of complex theoretical and

experimental endeavors. The understanding of the electronic properties of the systems based

on 2D semiconductors allows to directly apply the obtained results in nanodevices, such

as temperature sensors. [257] In addition, spintronics has shown promising results with

technological proposals. [258, 259] In turn, light sensitive organic molecules have become

interesting chemical compounds to functionalize systems, being intriguing components to

engineer the electronic structure of two-dimensional layered systems. Thus, advances in

nanodevices studies increase the search for light-sensitives organic molecules. [260] The

modification of the optical and electronic properties induced by photoirradiation makes

these organic molecules interesting to new investigations focused on applications in optical

memory, [261] sensors displays, [262] and photooptic keys. [263] All of these properties can

be attributed to the trans-cis optical reversibility of the isomers.

Organic molecules (OM) can be studied in two different groups: natural and arti-

ficial. The natural are called biomolecules and the artificial are produced in laboratories.

In 1937, Hartley [264] noted that the incidence of ultraviolet light in azobenzene [265]

can change its geometry leading to the isomerization process between the cis- and trans-

geometries. [266–270] Experimentally, trans- is more stable than cis-azobenzene, [260, 271]

where the cis- to trans- form can occur in the dark, however, the inverse process, trans- to

cis-, is only feasible under the ultraviolet light incidence. [269, 271] Thus, the isomerization

83
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process can occur as a response of external factors, becoming the azobenzene an excellent

candidate to act as a mechanical switch.

Figure 5.1: Azobenzene isomerization by light incidence with energy ~ν. In the left (right), the trans- (cis-)
configuration is depicted.

In the left part of Fig. 5.1 the trans- isomer is depicted and, in the right part, the cis-

configuration, where the cis-trans isomerization is due to the allowed transitions between

the electronic levels. [260, 272, 273] The isomers differ by absorption spectra, refractive

index, dielectric constant, and geometric configuration. The introduction of an azobenzene

fragment in biological compounds, [274] such as proteins, enzymatic activity, [275] nuclei

acids, [276] allows to manipulate biological processes under light incidence.

The characterization of graphene monolayers in 2004 [277] opened the possibility

to study the new area of two dimensional materials. [51, 278] Subsequently, graphene

was explored in other fields, attracting the attention of the solid state community for 2D

materials. [45, 46] Two-dimensional materials can also be obtained from MX2 compounds,

where M is a transition metal, such as the molybdenum (Mo) and Tungsten (W), and X

is a chalcogen, such as sulfur (S), selenium (Se) and tellurium (Te). For this reason, they

are called transition metal dichalcogenides (TMD). [279] The TMD are candidates for the

next generation of quantum devices. [280, 281] The 2D materials have been intensively

investigated due to the wide range of applications and the possibility to constitute layered

materials used in several areas of knowledge. [40–43, 282–284] In particular, 2D materials

have potentials applications in nanodevices. [44] The variation of the number of layers

allows the manipulation of the energy gap, where atoms within a single layers are strongly

bonded whereas the atoms between layers are coupled by the van der Waals interactions. The

incidence of external fields changes the optical and electronic properties of the 2D materials.

Previous ab initio calculations investigated the energy surfaces of azobenzene iso-

mers and their intermediate configurations. [285] Comstock, [286] Li [287] and Fu [288]

studied the optical absorption of azobenzene on the Au(111), MoS2 and graphene layers,
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respectively. Thus, in this chapter we present the adsorption studies of the azobenzene

molecule on a molybdenum disulfide (MoS2(0001)) layer. Using first-principles DFT cal-

culations, we explore the results of the cis- and trans-azobenzene isomers placed in several

positions on the molybdenum disulfide supporting layer. Taking advantage of the total energy

calculations, we analyze the stability of the azobenzene in gas-phase and placed on the

surface. Moreover, adsorption energies and work functions are also discussed. In addition,

the mechanism of the charge flow between the molecule and the surface were studied within

the effective Bader charge concept.

5.1 Atomic configurations: azobenzene

Azobenzene molecules (C12H10N2) belong to the azo-group ( – N –– N – ). [265] They

are composed by two benzene rings linked by the – Cb – N – N – Cb – chain, where the Cb are

the benzene rings and the – N –– N – bonds play a key role in the azobenzene configurations.

[265, 273] As discussed above, the azobenzene adopts two isomers, namely, a ground state

planar structure or trans-azobenzene, which the two benzene rings and the – Cb – N – N – Cb –

chain are in the same plain, and the cis-azobenzene, where the two benzene rings change their

orientation due to the – Cb – N – N – Cb – torsion angle. Under ultraviolet light, [260] me-

chanical stress, or electrostatic stimulation, [263] the trans- changes to the cis-azobenzene.

However, the cis- to trans- isomerization can occur spontaneously under dark conditions.

[271] For a better understanding of the adsorption studies of the azobenzene molecule on the

MoS2(0001) surface, in the next sections we will adopt both isomers.

5.2 Azobenzene in gas-phase

The equilibrium geometries of the azobenzene isomers were achieved performing

DFT total energy calculations. The details of the calculations are reported in the appendix E.

We found that the trans- configuration is 0.51 eV lower in energy than the cis-azobenzene,

which is in good agreement with the experimental results obtained in the dark, namely,

0.52 eV. [260] By using the VASP package, the optimized ground state of the trans- and

cis-azobenzene has an equilibrium angle of 120◦ between the carbons in the aromatic ring,
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115◦ and 123◦ concerning the carbon and nitrogen in trans- and cis- isomers, respectively,

as shown in the Fig. 5.2. The dihedral angle for – Cb – N – N – Cb – are 180◦ (trans-) and

10.8◦ (cis-). The calculated distance between the farthest carbons in the aromatic ring are

9.0 Å for the trans- and 5.5 Å for the cis- configuration, according to the results presented in

Ref. [260].

Figure 5.2: Azobenzene in gas-phase. In panels (a) and (b) the trans- and cis-configurations are depicted,
respectively. The angles and Bader charge transfer between the atoms are indicated in the Figure. The
angles between the carbon and nitrogen atoms for the cis- and trans- isomer are 123◦ and 115◦, respectively.
The effective Bader charge on the nitrogen atoms for the cis- and trans- isomers are −0.28 e and −0.23 e,
respectively.

In order to analyze the charge rearrangement between the atoms of the molecule,

we calculated the effective Bader charge, as follows:

Qatom
eff = Zatom

V − Qatom
B (5.1)

where Zatom
V is the number of valence electrons for the hydrogen (H), carbon (C) and nitrogen

(N) atoms and Qatom
B is the obtained Bader charge for the specific atom in the molecule. In

Fig. 5.2, the charge rearrangement is depicted for the most important atoms in the molecule.

The effective Bader charge allows to perform the electronegativity analysis, where the nega-

tive and positive values of the effective charges indicate the anionic and cationic characters of

the atom in the molecule. The effective Bader charge calculation confirms that the nitrogen
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is the most anionic atom for both structures, namely, −0.28 e and −0.23 e, in trans- and cis-

configurations, respectively. Thus, we expect a larger bond length between the nitrogen

atoms in the trans- than in cis-azobenzene, namely, 1.26 Å (trans-) and 1.25 Å (cis-), which

is in good agreement with the results presented in Ref. [289]. The C atoms in the aromatic

ring have similar effective Bader charge, −0.18 e and −0.19 e, for the trans- and cis- isomers,

respectively, which define approximately the same C – C bond length. The C – N bond length

in cis- configuration is higher than for the trans- geometry, namely, 1.43 Å and 1.42 Å,

respectively. In Fig. 5.3, we analyzed the local density of states (LDOS) per atom for each

chemical specie of the molecule.

5.3 Bulk and layered MoS2 systems

To better understand the adsorption of the azobenzene molecule on the molybdenum

disulfide surface, the MoS2 bulk and layer properties were investigated. The equilibrium

lattice constants, a0 and c0, were found, as being 3.16 Å and 12.35 Å, respectively, in the

hexagonal P63/mmc structure. These results are in good agreement with the experimental

results presented in the Ref. [290], a0 =3.16 and c0 =12.29 Å, corresponding to deviations of

0.0 and 0.45 %, respectively. As mentioned previously, the layers are linked by van der Waals

interactions, where the vdW correction must be introduced in the DFT calculation, playing

a key role in the description of the c0 value. For example, by using the PBE exchange and

correlation functional, the relative error is 9.39 %, where the lattice constant is c0 =13.45 Å.

In addition, the vdW interaction between the MoS2 layers of the bulk does not change

significantly the local chemical environment, bond length, effective coordination number,

and effective Bader charge in relation to the MoS2(0001) layer. For example, using Eq. (5.1),

we obtained an effective cationic charge on the Mo atoms of 0.74 e, and also, an anionic

charge of −0.37 e on the S atoms, which changes to −0.36 e in the single MoS2(0001) layer.

Concerning the electronic properties, we calculated the local density of states and

the band structure of the MoS2 systems, depicted in Fig. 5.4. For the bulk phase, the valence

band maximum (VBM) is located at the Γ-point, where the points in the same plane direction,

Γ-M and Γ-K, show a wide dispersion. Out of the plane, the Γ-A point presents a smaller

dispersion. The conduction band minimum (CBM) is placed between the Γ-K points. Thus,
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Figure 5.3: Local density of states (LDOS) per atom of the azobenzene isomers. At the top of the Fig. are shown
the LDOS of the cis- isomer and, at the bottom, are presented the LDOS of the trans-azobenzene configuration.

the MoS2 in bulk phase presents an indirect gap of 1.07 eV, underestimated in 17.05 %

due to the exchange and correlation functional PBE+D3 used, where the experimental gap

measured is 1.29 eV. [291] In the local density of states of the bulk and layer, the valence

band is mainly composed by d-Mo levels. Compared with MoS2 bulk, the single layer DOS

is shifted up in energy, which is related to the confinement within the layer. In addition,

the confinement profile rules the behavior of the carriers near the Fermi energy, such as the

effective mass of electrons and holes.
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Figure 5.4: Molybdenum disulfide (MoS2) band structure and local density of states. At the top (bottom) the
bulk (layer) is represented. On the left (right) the band structure (local density of states) is depicted. At the
upper part of each band structure, the points of the Brillouin zone are shown. The MoS2 bulk (layer) presents
an indirect (direct) gap energy.
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5.4 Azobenzene on the MoS2 layer

In order to analyze the adsorption site of the azobenzene on the MoS2(0001) surface,

several calculations were performed with different azobenzene geometries and positions on

the MoS2(0001) surface, as depicted in Fig. 5.5. In the CisHHex and TransHHex configura-

tions, one azobenzene hexagonal ring is aligned with MoS2(0001) hexagonal ring, where the

C atoms are positioned at the top of the S atoms. In the CisHd and TransHd geometries, the

rings of the azobenzene are not horizontally aligned with the MoS2(0001) layer. Concerning

the perpendicular orientations of the azo-molecule on the surface, the structure TransVMo

has the azobenzene hexagons vertically on the Mo atom. In TransVMod and CisVMod, the

azo-geometries are vertical and displaced horizontally from the Mo. In the same way, in the

TransVC, TransVS and TransVS90 geometries, the molecules are perpendicularly placed at

the center of the MoS2(0001) hexagon, on the S of the MoS2(0001) surface and rotated by

90◦, respectively. In TransT geometry, the planes of the azobenzene rings are tilted in relation

to the substrate. In this simulation, a single MoS2(0001) layer was multiplied by eight in the

lateral directions.

In the next sections, we show the calculations of the azobenzene on the MoS2(0001)

surface. The study was performed within DFT-PBE+D3 exchange and correlation functional

focusing on the distance between the azobenzene molecule and the MoS2(0001) layer (dF),

the adsorption energy (Ead), the work function (Φ) and the total energy difference (∆En)

between the smallest configuration energy and the considered geometry. These results are

summarized in Table 5.1. Concerning the stability of the azobenzene on the MoS2(0001)

surface, the TransHd is the preferred geometry, where the azobenzene and MoS2(0001) rings

are misaligned, followed by TransHHex and the other structures presented in the sequence

of Table 5.1. Comparatively, the TransHd is 74.5 meV more stable than TranHHex, whereas

CisHd geometry is 3.2 meV lower in energy than CisHHex. Therefore, the stability of the

geometries increases as the benzene rings become horizontally positioned and misaligned on

the MoS2(0001) surface. When the C atoms of the azobenzene are displaced from the Mo-S,

the electrostatic repulsion decreases. Similarly for the cis- configurations, the structures that

have the benzene ring parallel to the layer are the most stable. Thus, there is a tendency for

the cis- and trans-azobenzene to be placed parallel on the molybdenum disulfide layer. In

addition, as the angle between the azo-molecules and the MoS2(0001) surface increases, the
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Figure 5.5: Adsorption of the azobenzene molecule on the molybdenum disulfide (MoS2(0001)) layer. In the
Figure are depicted the side and top views of the calculated geometries.

interaction between the azobenzene and layer decreases, as shown in Table 5.1. Moreover,

when the trans- and cis-azobenezene are placed on the layer (TransHd-CisHd configura-

tions), the energy difference between structural conformations increase, from 0.51 eV in

gas-phase to 0.81 eV on the MoS2(0001) surface. In Fig. 5.6 the top and side views of the

lowest energy configurations, TransHd and CisHd, are shown, where in the left (right) part

depict the cis-azobenzene/MoS2(0001) (trans-azobenzene/MoS2(0001)). The effective Bader

charge is indicated in the top view. The vertical distance between the single MoS2(0001)

layer and the closest atom of the molecule is depicted in the side view. The electron density

differences due to the azobenzene on the surface are indicated at the bottom of the Figure,

where the isosurfaces ±0.000 15 e Å
−3

were used.
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Table 5.1: Adsorption of the azobenzene molecule on the single MoS2(0001) layer: distance between the
azobenzene and the layer (dF), adsorption energy (Ead), work function (Φ) and the total energy difference
(∆En) between the smallest configuration energy and the considered geometry.

Structure dF Ead Φ ∆En

[Å] [meV] [eV] [meV]

TransHd 3.23 −980 5.41 0
TransHHex 3.36 −905 5.39 74
TransT 2.86 −295 5.22 685
TransVMo 2.68 −201 5.16 778
TransVC 2.69 −196 5.17 783
TransVMod 2.57 −178 5.17 802
TransVS 2.50 −144 5.15 836
TransVS90 2.46 −137 5.15 843

CisHd 3.26 −679 5.24 810
CisHHex 3.29 −676 5.23 813
CisVMod 2.81 −247 5.14 1242
CisVMod90 2.81 −247 5.15 1242

5.5 Azobenzene adsorption on MoS2(0001)

The adsorption energy (Ead) measures the intensity of the interaction between the

azobenzene and the MoS2(0001) surface, as follows: [292]

Ead = EAZO/MoS2(0001)
tot − EAZO

tot − EMoS2(0001)
tot , (5.2)

where EAZO/MoS2(0001)
tot is the total energy of the azobenzene molecule on the MoS2(0001)

surface, EAZO
tot and EMoS2(0001)

tot are the total energies of the isolated azobenzene and layer

systems, respectively. We employed the DFT total energy of the cis- and trans- isomers to

obtain the EAZO
tot . Thus, the adsorption energy takes into account only the interaction energy

between the molecule and the surface. According to Eq. 5.2, negative adsorption energy

favors the bonds between the azobenzene molecule and the MoS2(0001) substrate. On the

other hand, positive values of Ead disfavor the bonds between the organic molecule and

MoS2(0001) surface. Thus, according to the Table 5.1, we obtained Ead = −0.98 eV for

the trans- and −0.68 eV for the cis- isomer on the MoS2(0001) surface, geometries TransHd

and CisHd, respectively. Comparatively, the trans- binds 0.30 eV stronger than cis- isomer

on the layer, which is expected due to the larger interaction of the trans- isomer with the
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Figure 5.6: Top and side views of the lowest energy configurations, TransHd and CisHd. In the top view the
effective Bader charge is indicated and, in the side view, the vertical distance between the surface and the closest
atom of the molecule is shown. The electron density differences induced by the azobenzene on the surface are
depicted at the bottom of the Figure.

MoS2(0001) surface. In addition, the intensity of the adsorption energies are smaller than

1.0 eV, which is in the range of physisorption binding interactions. [293, 294]
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5.6 Work function

The work function (Φ), is the energy required to remove an electron from the solid,

given by:

Φ = Ves − EF , (5.3)

where Ves is the electrostatic potential energy of the azobenzene on the MoS2(0001) and EF

is the Fermi energy of the calculated geometry. The obtained values of the work function are

given in Table 5.1. Due to the conformation of the molecule on the layer, the parallel azoben-

zene geometries (trans-) on the single MoS2(0001) layer has the work function stronger than

the cis- configurations. By increasing the angle between the molecule and surface, the work

function of the structures becomes smaller. We obtained 5.41 eV for the TransHd and 5.24 eV

for the CisHd configuration. Thus, the work function of the trans- isomer is 0.17 eV higher

than cis- geometry. Therefore, a higher energy is required to remove an electron in the trans-

than in cis- configuration on the MoS2(0001) surface.

5.7 Density of states

For a better understanding of the electronic properties of the azobenzene molecule

on the MoS2(0001) surface, we increased the number of the layers of the lowest energy

configuration, TransHd, as depicted in the Fig. 5.7. In addition, in the Fig. 5.8, we present

the local density of states of trans-azobenzene on one (three) MoS2(0001) layers in the

left (right) panel. In the LDOS of trans-azobenzene on one and three layers, the highest

occupied molecular orbital of the single MoS2(0001) layer is smoothly displaced from the

Fermi energy, distanced by 0.5 eV, being mostly composed by Mo-d and S-p states. In

contrast, the lowest unoccupied molecular orbital (LUMO) of the surface is composed by

Mo-d and S-p states. Thus, the states of the molecule enter inside the forbidden region of

the molybdenum disulfide surface, changing the electronic properties of the carriers near

the Fermi energy. They become interesting structures to study the electronic transport and

the azobenzene switch under light incidence. In this way, any changes in the electronic

properties of the geometry will be performed preferably on the molecule. In addition, as
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Figure 5.7: Azobenzene molecule at the top of one (a) and three (b) MoS2(0001) layers. To understand the role
of the layer in the electronic properties of the azobenzene, the number of layers was increased of the lowest
energy configuration, TransHd.

the number of layers increase, the forbidden region of the MoS2(0001) decreases. We found

that the calculated gap of the one (three) MoS2(0001) layer is 1.42 eV (1.19 eV), where

the decrease of 0.23 eV in the gap of the semiconductor is obtained by the increase of the

number of layers to three, tending to the bulk phase. It is worth noting that, when the

molecule is placed on the MoS2(0001) surface, the azobenzene does not change significantly

the electronic properties of the semiconductor.

5.8 Charge transfer analaysis - Bader

The investigations of the charge rearrangement among the lowest energy configu-

rations, TransHd and CisHd, and the MoS2(0001) single and three layers were performed

using the effective Bader charge calculation, Eq. (5.1), where the investigated atoms are Mo,

S, H, C, N. In order to obtain a more accurate description of the charge flow, we increased
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Figure 5.8: Local density of states of the trans-azobenzene on the molybdenum disulfide surface. On the left
(right) the trans-azobenzene placed at the top of one (three) MoS2(0001) layers is depicted.

the grid points in the Fourier transform, multiplying by a factor of three. The results are

depicted in Fig. 5.9.

On the left (right) of Fig. 5.9 the azobenzene isomers are depicted at the top of

one (three) MoS2(0001) layers, where in the upper (a,c) and lower (b,d) part represent the

cis- and trans- geometries, respectively. The Bader charge of the molecule on the one and

three layers is similar to the azobenzene in gas-phase, which indicates that the van der Waals

forces do not change significantly the charge flow in the system. By increasing the number

of layers, the charge rearrangement does not change. It is important to note that, the nitrogen

atom in the trans- is more anyonic than in the cis-azobenzene. We found the effective Bader

charge on the nitrogen atoms −0.28 e and −0.24 e for the trans- and the cis-azobenzene,

respectively. Due to this difference in the electronegativity, the nearest carbon atom from

the nitrogen in the aromatic ring becomes cationic, namely, 0.21 e and 0.20 e for the trans-

and the cis-azobenzene, respectively, and the other carbon atoms have the anyonic effective

Bader charge of −0.19 e.
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Figure 5.9: Bader charge analysis for cis- (a,c) and trans- (b,d) azobenzene isomers placed at the top of one
(a,b) and three (c,d) MoS2(0001) layers. Here we used the lowest energy configurations, TransHd and CisHd.
The Bader charge for the azobenzene molecule on the surfaces is similar to the Bader charge for the molecule
in the gas-phase, depicting the weak interaction of the van der Waals forces.



Chapter 6

Conclusions and future perspectives

The results presented in this Thesis tackle problems concerning quantum dots, rings,

and 2D semiconductor materials. In order to understand the quantum confinement properties,

vacancies and magnetic impurities were introduced in cadmium selenide (CdSe) QDs. In

addition, the adsorption properties of the azobenzene molecule on 2D molybdenum disulfide

(MoS2(0001)) surface were analyzed. Furthermore, the local charge rearrangement induced

by the azobenzene molecule on the single MoS2(0001) layer was also investigated. Thus,

by moving beyond symmetric structures, the challenges proposed in this Thesis resulted

in complex theoretical endeavors. Thereby, the interplay between the k·p approach and

the density functional theory allowed to achieve a solid analysis of the studied systems,

providing a better understanding of the results.

After a brief introduction of the investigation proposals in chapter 1, the theoretical

backgrounds for the electronic structure simulations were presented in chapter 2. In chapter

3, we showed the results for cadmium selenide QDs (CdSe) in a zinc selenide (ZnSe) host

material, undoped and doped with magnetic impurity of manganese (Mn). In this con-

text, the intertwining between the structure asymmetry, defects and spin-orbit coupling was

studied within a single theoretical framework. This is a more complex issue when taking

into account externally applied electromagnetic fields. The effective mass model of the

electronic structure allows to combine the confinement profiles with controllable symmetry

lowering, spin-orbit coupling effects, and external fields under a variety of configurations.

The introduction of the perturbative confinement profiles in the parabolic QD confinement

allows to study the asymmetric effects, changing the shape of the QDs. In this context,

98
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the eccentricity asymmetry was introduced in the QD confinement profile, providing an

elliptical shrinking or stretching, and the Gaussian asymmetry, providing a dip or bump

in the QD. The introduction of Mn provides the exchange interaction between the d-Mn

impurity states and sp-CdSe QD and host material levels. The combination of these effects,

characterized by the effective Lande-factor, provides a better understanding of the Zeeman

splitting and the modulation of the ground state character. Atomistic calculations within the

density functional theory allowed to determine the plausible ways to incorporate the man-

ganese impurity in the nanostructure. Systematic calculations were performed contrasting

several Mn positions. The connection between the effective mass model and such atomistic

approaches was done through a characterization of the main trends for the Mn positioning,

as well as the exchange interaction term, which is calculated by a fully ab initio technique.

The hybridization between the p-Se and the d-Mn orbitals rules the strength of the exchange

interaction parameter. In the particular case of CdSe QDs embedded in a ZnSe substrate, the

lattice parameter mismatch implies in a compression of the atomic bonds in the supercell,

affecting the electronic states in the valence and conduction bands.

Due to unavoidable imperfections which can occur in the growth process, affecting

the confinement profile, in chapter 4 we showed the results of the atomistic investigations

performed within the density functional theory, studying the effects of vacancies in cadmium

selenide QDs in zinc selenide host material. The presence of vacancies in the QDs provides

new effects in the optical and electronic properties of the nanostructure. The defects can

induce magnetism in non-magnetic QDs systems and the study of this magnetism was a

paramount task for this investigations. An optical evidence of the induced magnetism in

CdSe QDs was detected by their photoluminescence (PL) for circular polarized emission

and traced down to the spin-dynamics, characterized by its time resolved polarized emission.

Concerning the theoretical framework, the formation energy of such systems, calculated in

a systematic way, reveals that the Cd vacancy position nearest to the center of the QD is the

most probable to occur during the growth process. After DFT calculations, we characterized

how the atoms in the defective bulk are displaced from their crystalline positions. Contrasting

the uncharged and charged defective systems in the computation of the formation energy, the

selenium uncharged vacancies did not show magnetic moment. However, cadmium and

zinc uncharged vacancies presented 2µB magnetic moment. Cadmium vacancies at the edge

of the QD and selenium vacancies, both charged by ±1, presented 1µB magnetic moment.
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Cadmium vacancies near to the center of the QD and zinc vacancies in the matrix of the QD

showed 1µB and 3µB magnetic moment for charges −1 and +1, respectively. In addition, by

applying strain in defective QD, the magnetic moment changes in contrast to the non-strained

structure.

Taking advantage of atomistic calculations using the density functional theory, the

adsorption properties of the organic molecules in 2D material were analyzed in chapter 5. In

this context, the light sensitive cis- and trans-azobenzene isomers in gas-phase were investi-

gated, wherein the trans-azobenzene is the preferred structure, which is in good agreement

with the experimental results. In the same way, the molybdenum disulfide bulk and layer

were individually calculated in order to study the adsorption properties of the azobenzene

molecule on the MoS2(0001) surface. Several configurations of cis- and trans-azobenzene

molecule on top of the singe MoS2(0001) layer were analyzed. The horizontal configurations

of cis- and trans-azobenzene isomers on the surface are the most stable structures. On

the other hand, the parallel structures in cis- and trans-configurations on the layer have

the lowest adsorption energy and the higher work function. Furthermore, the charge flow

between the molecule and surface was analyzed using the Bader charge concept, where the

electronegativity of the nitrogen atoms and the torsion angles of the molecule rules the charge

rearrangement at the MoS2(0001) surface.

The understanding of the electronic structure of these semiconductors allows to link

the theoretical obtained results with potential applications in nanoelectronic devices, such as

photo-transistors. [295] Also, the spintronics shows promising results with technological

applications. [258, 259] 2D materials have been intensively investigated due to the wide

range of applications and the possibility to build layered materials, used in several areas of

knowledge. [40–43] In particular, two-dimensional materials have extensive applications

[44] focused on technological innovations, [51, 296, 297] such as transistors, [298, 299]

sensors, [300] and optoelectronic devices. [301] Thus, taking advantage of the k·p method

and the density functional theory, the optical properties and electronic transport will permeate

the future investigations concerning these 2D systems. [282–284] Vacancies, substitutional

and interstitial magnetic impurities in layered systems will provide new effects in the in-

vestigations of the 2D semiconductors. In order to study the electronic transport, metallic

contacts will be combined with the dichalcogenides material, as shown in Fig. 6.1, taken

from the Ref. [302], wherein the lattice mismatch at the interfaces must be reduced.



6. Conclusions and future perspectives 101

Figure 6.1: 2D material connected by contacts constituted by metallic atoms. The metallic contacts are placed
(a) on the layered 2D dichalcogenide (TMD), (b) laterally linked at the edge of the TMD and (c) combined
with the dichalcogen layers.

The Schottky barrier emerges at the interface between the semiconductor and metal,

preventing the current flow. [302–304] Thus, the calculation of the work function of the

semiconductor-metal structures becomes crucial for understanding the Schottky barrier. [305,

306] The electronic transport properties obtained by ab initio calculations will be concomi-

tantly analyzed and complemented by the effective mass methods.



Appendix A

Spin-orbit interaction calculations

In this appendix, we show the details of the calculations concerning the spin-orbit

interaction and the asymmetries effects used in the chapter 3.

A.1 Growth direction

The carriers confinement in a QD can be separated in the three spatial directions.

In this section, the spin-orbit calculations will be assumed in the growth direction of the

nanostructure.

A.1.1 Conduction band - electrons

For the conduction band, the spin-orbit interaction is given by: [27]

Hr
6c6c = r6c6c

41 [(kyεz − kzεy)σx + cp], (A.1)

where k = kx, ky, kz is the wave vector, ε = εx, εy, εz the intensity of the electric field and

σ = σx, σy, σz the Pauli matrices. Eq. (A.1) is written in the three spatial directions by

developing the cyclic permutation (cp),

Hr
6c6c = r6c6c

41 [(kyεz − kzεy)σx + (kzεx − kxεz)σy + (kxεy − kyεx)σz]. (A.2)
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Considering the electric field only in the z axis, Eq. (A.2) becomes:

Hr
6c6c = r6c6c

41 εz[kyσx − kxσy]. (A.3)

Defining the operations:

σ± =
1
2

(σx ± σy) and k± = kx ± iky. (A.4)

After some algebraic manipulations,

Hr
6c6c = −iαS

∂V
∂z

[σ+k− − σ−k+]. (A.5)

Here, we can use k± = ±iL±A±,

HR = −iαs
∂V
∂z

(
σ+(−iL−Â−) − σ−(iL+Â+)

)
. (A.6)

We can define Â± = A± ∓ 1
ρ
,

HR = −αs
∂V
∂z

(
σ+L−

(
A− +

1
ρ

)
+ σ−L+

(
A+ −

1
ρ

))
. (A.7)

In cylindrical coordinates, the k± can be rewritten as follows:

k± = ±iL±A± and A± = ∓
∂

∂ρ
−

i
ρ

∂

∂φ
+ αρ, (A.8)

where α =
eBz
2c~ and L± = e±iφ. Therefore,

k± = −ie±iφ

[
∂

∂ρ
±

i
ρ

∂

∂φ
∓ αρ

]
. (A.9)

Thus,

HR = −iαs
∂V
∂z

{
σ+

[
−ie−iφ

(
∂

∂ρ
−

i
ρ

∂

∂ρ
+

eBzρ

2c~

)]
(A.10)

− σ−

[
−ieiφ

(
∂

∂ρ
+

i
ρ

∂

∂φ
−

eBzρ

2c~

)]
−

i
ρ
σ+e−iφ +

i
ρ
σ−eiφ

}
.
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HR = −αS
∂V
∂z

{
σ+

[
e−iφ

(
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBz

2c~
ρ +

1
ρ

)]
(A.11)

− σ−

[
eiφ

(
∂

∂ρ
+

i
ρ

∂

∂φ
−

eBz

2c~
ρ +

1
ρ

)] }
.

To obtain the eigenvalues, we employ the appropriate selection rules and 〈Ψ∗m1
|HR|Ψm2〉 = ER,

ER = −αS
∂V
∂z

2π
{
σ+

[
∂

∂ρ
−

(m2 − 1)
ρ

+
eBz

2c~
ρ

]
δm2,m1−1 (A.12)

− σ−

[
∂

∂
+

(m2 + 1)
ρ

−
eBz

2c~
ρ

]
δm2,m1+1

}
.

Using the following relation,

(〈Ψ∗m1
|HR|Ψm2〉)

† = 〈Ψ∗−m2
|H†R|Ψ−m1〉 = E′R(m2,m1). (A.13)

Thus,

E′R = −αS
∂V
∂z

2π
{

(−σ−)
[
∂

∂ρ
−

(−m1 − 1)
ρ

+
e(−Bz)

2c~
ρ

]
δ−m2,−m1−1 (A.14)

− (−σ+)
[
∂

∂ρ
+

(−m1 + 1)
ρ

−
e(−Bz)

2c~
ρ

]
δ−m2,−m1+1

}
.

E′R = −αS
∂V
∂z

2π
{

(−σ−)
[
∂

∂ρ
+

(m1 + 1)
ρ

−
eBz

2c~
ρ

]
δm2,m1+1 (A.15)

+ (σ+)
[
∂

∂ρ
−

(m1 − 1)
ρ

+
eBz

2c~
ρ

]
δm2,m1−1

}
.

Separating the terms,

ER1 = −αS
∂V
∂z

2πσ+

[
∂

∂ρ
−

(m2 − 1)
ρ

+
eBz

2c~
ρ

]
δm2,m1−1; (A.16)

ER2 = αS
∂V
∂z

2πσ−

[
∂

∂ρ
+

(m2 + 1)
ρ

−
eBz

2c~
ρ

]
δm2,m1+1; (A.17)

E′R1
= αS

∂V
∂z

2πσ−

[
∂

∂ρ
+

(m1 + 1)
ρ

−
eBz

2c~
ρ

]
δm2,m1+1; (A.18)

E′R2
= −αS

∂V
∂z

2πσ+

[
∂

∂ρ
−

(m1 − 1)
ρ

+
eBz

2c~
ρ

]
δm2,m1−1 . (A.19)
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Eqs. (A.16)-(A.19) are the matrix elements of the SIA spin-orbit interaction for

electrons in conduction band.

A.1.2 Valence band - heavy holes

In this subsection, the light holes (LH) are assumed away from heavy holes (HH).

Below we show the spin-orbit calculation for heavy holes.

Hr
8v8v = r8v8v

41 [(kyεz − kzεy)Jx + cp] + r8v8v
42 [(kyεz − kzεy)J3

x + cp] (A.20)

+ r8v8v
51 [(εx{Jy, Jz}) + cp] + r8v8v

52 [(kyεz + kzεy){Jx, J2
y − J2

z } + cp].

Performing the cyclic permutations and using Eqs. (A.4),

Hr
8v8v = r8v8v

41

[
kyεzJx − kxεzJy

]
+ r8v8v

42

[
kyεzJ3

x − kxεzJ3
y

]
(A.21)

+ r8v8v
51

[
εzJxJy + εzJyJx

]
+ r8v8v

52

[
(kyεz)(JxJ2

y + J2
y Jx − JxJ2

z − J2
z Jx)

+ (kxεz)(JyJ2
z + J2

z Jy − JyJ2
x − J2

x Jy)
]
.

Hr
8v8v = r8v8v

41 εz

[(
k+ − k−

2i

)
Jx −

(
k+ + k−

2

)
Jy

]
(A.22)

+ r8v8v
42 εz

[(
k+ − k−

2i

)
J3

x −

(
k+ + k−

2

)
J3

y

]
+ r8v8v

51 εz

[
JxJy + JyJx

]
+ r8v8v

52 εz

[ (
k+ − k−

2i

) (
JxJ2

y + J2
y Jx − JxJ2

z − J2
z Jx

)
+

(
k+ + k−

2

) (
JyJ2

z + J2
z Jy − JyJ2

x − J2
x Jy

) ]
.
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Hr
8v8v = r8v8v

41 εz

[
k+Jx

2i
−

k−Jx

2i
−

k+Jy

2
−

k−Jy

2

]
(A.23)

+ r8v8v
42 εz

k+J3
x

2i
−

k−J3
x

2i
−

k+J3
y

2
−

k−J3
y

2

 + r8v8v
51 εz

[
JxJy + JyJz

]
+ r8v8v

52 εz

[
k+

2i
(JxJ2

y + J2
y Jx − JxJ2

z − J2
z Jx)

−
k−
2i

(JxJ2
y + J2

y Jx − JxJ2
z − J2

z Jx)

+
k+

2
(JyJ2

z + J2
z Jx − JyJ2

x − J2
x Jy) +

k−
2

(JyJ2
z + J2

z Jx − JyJ2
x − J2

x Jy)
]
.

For heavy holes r8v8v
42 = r8v8v

51 = r8v8v
52 = 0. Using the relations (A.4), (A.8) and (A.9),

Hr
8v8v = r8v8v

41 εz

[
Jx

2

(
eiφ

(
A+ −

1
ρ

)
+ e−iφ

(
A− +

1
ρ

))
(A.24)

+ i
Jy

2

(
−eiφ

(
A+ −

1
ρ

)
+ e−iφ

(
A− +

1
ρ

)) ]
.

Hr
8v8v =

r8v8v
41

2
εz

[
Jx

(
eiφ

(
−
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBzρ

2c~
−

1
ρ

)
(A.25)

+ e−iφ

(
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBzρ

2c~
+

1
ρ

) )
+ iJy

(
− eiφ

(
−
∂

∂ρ
−

i
ρ

∂

∂φ

+
eBzρ

2c~
−

1
ρ

)
+ e−iφ

(
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBzρ

2c~
+

1
ρ

) ]
.

Here, we replace J± = Jx ± iJy,

Hr
8v8v =

r8v8v
41

2
∂V
∂z

[ ( J+ + J−
2

) (
eiφ

(
−
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBz

2c~
−

1
ρ

)
(A.26)

+ e−iφ

(
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBz

2c~
+

1
ρ

))
+

( J+ − J−
2

) (
− eiφ

(
−
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBz

2c~
−

1
ρ

)
+ e−iφ

(
∂

∂ρ
−

i
ρ

∂

∂φ
+

eBz

2c~
+

1
ρ

))]
.
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After that, we apply 〈Ψ∗m1
|HR|Ψm2〉=ER and use the selection rules to obtain the energy of the

system, given by:

ER =
2π
2

r8v8v
41 εz

[ ( J+ + J−
2

) (
−
∂

∂ρ
+

(m2 + 1)
ρ

+
eBzρ

2c~

)
δm2,m1+1 (A.27)

+

(
∂

∂ρ
+

(m2 − 1)
ρ

+
eBzρ

2c~

)
δm2,m1−1

+

( J+ − J−
2

) (
−

(
−
∂

∂ρ
+

(m2 + 1)
ρ

+
eBzρ

2c~

) )
δm2,m1+1

+

(
∂

∂ρ
+

(m2 − 1)
ρ

+
eBzρ

2c~

)
δm2,m1−1

]
.

Adopting the same procedure as (A.13),

E′R =
2π
2

r8v8v
41 εz

[ ( J+ + J−
2

) (
−
∂

∂ρ
+

(−m1 + 1)
ρ

+
e(−Bz)ρ

2c~

)
(A.28)

δ−m2,−m1+1 +

(
∂

∂ρ
+

(−m1 − 1)
ρ

+
e(−Bz)ρ

2c~

)
δ−m2,−m1−1

+

( J+ + J−
2

) (
−

(
−
∂

∂ρ
+

(−m1 + 1)
ρ

+
e(−Bz)ρ

2c~

) )
δ−m2,−m1+1

+

(
∂

∂ρ
+

(−m1 − 1)
ρ

+
e(−Bz)ρ

2c~

)
δ−m2,−m1−1

]
.

E′R =
2π
2

r8v8v
41 εz

[ ( J+ + J−
2

) (
−
∂

∂ρ
−

(m1 − 1)
ρ

−
eBzρ

2c~

)
δm2,m1−1 (A.29)

+

(
∂

∂ρ
−

(m1 + 1)
ρ

−
eBzρ

2c~

)
δm2,m1+1

+

( J+ − J−
2

) (
∂

∂ρ
+

(m1 − 1)
ρ

+
eBzρ

2c~

)
δm2,m1−1

+

(
∂

∂ρ
−

(m1 + 1)
ρ

−
eBzρ

2c~

)
δm2,m1+1

]
.

Separating in parts,

ER1 = αSπεz

[( J+ + J−
2

) (
−
∂

∂ρ
+

(m2 + 1)
ρ

+
eBzρ

2c~

)
δm2,m1+1

]
; (A.30)

ER2 = αSπεz

[( J+ + J−
2

) (
∂

∂ρ
+

(m2 − 1)
ρ

+
eBzρ

2c~

)
δm2,m1−1

]
; (A.31)

ER3 = αSπεz

[( J+ − J−
2

) (
∂

∂ρ
−

(m2 + 1)
ρ

+
eBzρ

2c~

)
δm2,m1+1

]
; (A.32)
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ER4 = αSπεz

[( J+ − J−
2

) (
∂

∂ρ
+

(m2 − 1)
ρ

+
eBzρ

2c~

)
δm2,m1−1

]
; (A.33)

E′R1
= αSπεz

[( J+ + J−
2

) (
−
∂

∂ρ
−

(m1 − 1)
ρ

−
eBzρ

2c~

)
δm2,m1−1

]
; (A.34)

E′R2
= αSπεz

[( J+ + J−
2

) (
∂

∂ρ
−

(m1 + 1)
ρ

−
eBzρ

2c~

)
δm2,m1+1

]
; (A.35)

E′R3
= αSπεz

[( J+ − J−
2

) (
∂

∂ρ
+

(m1 − 1)
ρ

+
eBzρ

2c~

)
δm2,m1−1

]
; (A.36)

E′R4
= αSπεz

[( J+ − J−
2

) (
∂

∂ρ
−

(m1 + 1)
ρ

−
eBzρ

2c~

)
δm2,m1+1

]
. (A.37)

Therefore, Eqs. (A.30)-(A.37) are the matrix elements for the SIA spin-orbit inter-

action for heavy holes.

A.2 Lateral direction

In this section, we introduce the SO in the lateral direction for valence and conduc-

tion bands.

A.2.1 Conduction band - electrons

The in-plane SIA Hamiltonian (A.2) can be written in a following way:

HS IA = αS

[(
σx
∂V
∂y
− σy

∂V
∂x

)
kz +

∂V
∂z

(
σykx − σxky

)
+ σz

(
∂V
∂x

ky −
∂V
∂y

kx

)]
. (A.38)

Eq. (A.38) can be decomposed in HS IA=HR+HD
S IA+Hk, where the last term vanish because

〈kz〉 = 0. Using Eqs. (A.8) and (A.4) to write (A.38) in cylindrical coordinates,

HS IA = αS

{
∂V
∂z

[−i(σ+ − σ−)kx − (σ+ + σ−)ky] + σz

(
∂V
∂x

ky −
∂V
∂y

kx

)}
, (A.39)

HS IA = αS

{
−
∂V
∂z

[iσ+(kx − iky) − iσ−(kx + iky)] + σz

(
∂V
∂x

ky −
∂V
∂y

kx

)}
. (A.40)
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Thus,

HS IA = αS

{
−i
∂V
∂z

(σ+k− − σ−k+) + σz

[
∂V
∂x

(
k+ − k−

2i

)
−
∂V
∂y

(
k+ + k−

2

)]}
, (A.41)

HS IA = αS

{
−i
∂V
∂z

(σ+k− − σ−k+) −
i
2
σz

[(
∂V
∂x
− i

∂V
∂y

)
k+ −

(
∂V
∂x

+ i
∂V
∂y

k−

)]}
. (A.42)

To calculate the above Hamiltonian in cylindrical coordinates,

∂

∂x
∓ i

∂

∂y
= L∓

(
∂

∂ρ
∓

i
ρ

∂

∂ρ

)
, (A.43)

where L± = e±iφ,

HS IA = αS

{
−i
∂V
∂z

(σ+k− − σ−k+) −
i
2
σz

[
L−

(
∂V
∂ρ
−

i
ρ

∂V
∂φ

)
k−

]}
. (A.44)

Considering the electric field applied only in the lateral direction,

HS IA = −i
αS

2
σz

[
∂V
∂ρ

(L−k+ − L+k−) −
i
ρ

∂V
∂φ

(L−k+ + L+k−)
]
. (A.45)

Using Eqs. (A.8),

HS IA = −i
αS

2
σz

{
∂V
∂ρ

[L−(iL+A+) + L+(iL−A−)] −
i
ρ

∂V
∂φ

[L−(iL+A+) (A.46)

− L+(iL−A−)]
}
.

A more compact form of Eq. above is given by:

HS IA =
αS

2
σz

{
∂V
∂ρ

[A+ + A−] −
i
ρ

∂V
∂φ

[A+ − A−]
}
. (A.47)

In Eq. below we replace A± by A±=A± ∓ 1
ρ
. Therefore,

HS IA =
αS

2
σz

{
∂V
∂ρ

[
A+ −

1
ρ

+ A− +
1
ρ

]
−

i
ρ

∂V
∂φ

[
A+ −

1
ρ
− A− +

1
ρ

]}
. (A.48)

After some algebraic manipulations,

HD
S IA = αsσz

[
∂V
∂ρ

(
−

i
ρ

∂

∂ρ
+

eBzρ

2c~

)
+

i
ρ

∂V
∂φ

∂

∂ρ
+

i
ρ2

∂V
∂ρ

]
. (A.49)
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In the next section, the Gaussian perturbation is introduced in the confinement

profile within the SIA Hamiltonian, Eq. (A.49).

A.2.1.1 Gaussian perturbative potential

The Gaussian perturbation is described by the additional potential Vp(ρ, θ)=δρ2e−(φ−π)2/2σ2

in the confinement profile. Thus, the total confinement (VT ) is given by:

VT =
a1

ρ2 + a2ρ
2 −
√

a1a2 + Vp(ρ, θ) being that Vp(ρ, θ) = δρ2e−(φ−π)2/2σ2
. (A.50)

Deriving (A.50),

∂Vp(ρ, θ)
∂ρ

= −2
a1

ρ3 + 2a2ρ + 2δρe−(φ−π)/2σ2
, (A.51)

∂Vp(ρ, θ)
∂φ

= −δρ2e(−φ−π)2/2σ2 (φ − π)
σ2 .

Replacing in the Hamiltonian (A.49),

HD
S IA = αSσz

{ [
−2

a1

ρ3 + 2a2ρ + 2δρe−(φ−π)2/2σ2

]
eBzρ

2c~
(A.52)

−
i
ρ

[
−2

a1

ρ3 + 2a2ρ + 2δρe−(φ−π)2/2σ2

]
∂

∂φ
+

+
i
ρ

[
−δρ2e−(φ−π)2/2σ2 (φ − π)

σ2

]
∂

∂ρ
+

i
ρ2

[
−δρ2e−(φ−π)2/2σ2 (φ − π)

σ2

] }
.

Thus,

HD
S IA = 2αSσz

{ [
−

a1

ρ2 + a2ρ
2 + δρ2e−(φ−π)2/2σ2

]
eBz

2c~
(A.53)

− i
[
−

a1

ρ4 + a2 + δe−(φ−π)2/2σ2

]
∂

∂φ
+

+ i
[
−
δ

2
ρe−(φ−π)2/2σ2 (φ − π)

σ2

]
∂

∂ρ
+ i

[
−
δ

2
e−(φ−π)2/2σ2 (φ − π)

σ2

] }
.

Applying 〈Ψ∗m1
|HR|Ψm2〉 = ER and using the following integrals

• Int1:
∫ 2π

0
eim1φe−im2φdφ =

∫ 2π

0
ei(m1−m2)φdφ = 2πδm2,m1 = F1δm2,m1;
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• Int2:
∫ 2π

0
eim1φe−(φ−π)2/2σ2

e−im2φdφ = F2

 δm2,m1

δm2,m1±1,±2,±3,...

;

• Int3:
∫ 2π

0
eim1φ ∂

∂φ
e−im2φdφ = −2πim2δm2,m1 = −im2F1δm2,m1;

• Int4:
∫ 2π

0
eim1φe−(φ−π)2/2σ2 ∂

∂φ
e−im2φdφ = −im2F2

 δm2,m1

δm2,m1±1,±2,±3,...

;

• Int5:
∫ 2π

0
eim1φe−(φ−π)2/2σ2 (φ−π)

σ2 e−im2φdφ = F3

 δm2,m1

δm2,m1±1,±2,±3,...

,

the energy of the system is written in a following way:

ED
S IA = 2αSσz

{ [
−

a1

ρ2 + a2ρ
2
]

eBz

2c~
Int1 + δρ2 eBz

2c~
Int2 (A.54)

− i
[
−

a1

ρ4 + a2

]
Int3 − iδInt4 + i

[
−
δ

2
ρInt5

]
∂

∂ρ
+ i

[
−
δ

2
Int5

]
.

The selection rules for the Gaussian perturbation do not cancel for any value of m1,m2. In

this way, all terms must be considered in the calculations. Therefore,

ED
S IA = 2αSσz

{ [
−

a1

ρ2 + a2ρ
2
]

eBz

2c~
Int1 + δρ2 eBz

2c~
Int2 (A.55)

− i
[
−

a1

ρ4 + a2

]
(−im2Int1) − iδ(−im2)Int2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
Int5

}
.

ED
S IA = 2αSσz

{{ [
−

a1

ρ2 + a2ρ
2
]

eBz

2c~
F1 + δρ2 eBz

2c~
F2 (A.56)

− m2

[
−

a1

ρ4 + a2

]
F1 − m2δF2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1

+

{
δρ2 eBz

2c~
F2 − m2δF2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1±1,±2,±3,...

}
.

Performing the same procedure as (A.13),

ED
S IA = 2αS (−σz)

{{ [
−

a1

ρ2 + a2ρ
2
]

e(−Bz)
2c~

F1 + δρ2 e(−Bz)
2c~

F2 (A.57)

− (−m1)
[
−

a1

ρ4 + a2

]
F1 − (−m1)δF2 + i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1

+

{
δρ2 e(−Bz)

2c~
F2 − (−m1)δF2 + i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1±1,±2,±3,...

}
.
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Thus,

ED
S IA = 2αSσz

{{ [
−

a1

ρ2 + a2ρ
2
]

eBz

2c~
F1 + δρ2 eBz

2c~
F2 (A.58)

− m1

[
−

a1

ρ4 + a2

]
F1 − m1δF2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1

+

{
− δρ2 eBz

2c~
F2 + m1δF2 + i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1±1,±2,±3,...

}
.

Rearranging the terms:

ED
S IA1

= 2αSσz

{ [
−

a1

ρ2 + a2ρ

]
eBz

2c~
F1 + δρ2 eBz

2c~
F2 (A.59)

− m2

[
−

a1

ρ4 + a2

]
F1 − δm2F2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1;

ED
S IA2

= 2αSσz

{
δρ2 eBz

2c~
F2 − δm2F2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1±1,±2,±3,...; (A.60)

E′DS IA1
= 2αSσz

{ [
−

a1

ρ2 + a2ρ

]
eBz

2c~
F1 + δρ2 eBz

2c~
F2 (A.61)

− m1

[
−

a1

ρ4 + a2

]
F1 − δm1F2 − i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1;

E′DS IA2
= 2αSσz

{
−δρ2 eBz

2c~
F2 + δm1F2 + i

δ

2

[
ρ
∂

∂ρ
+ 1

]
F3

}
δm2,m1±1,±2,±3,.... (A.62)

The procedure to obtain the spin-orbit Hamiltonian for heavy holes in lateral direc-

tion is similar to presented in Eq. (A.49).



Appendix B

Bump size in the potential profile

Here, we present the relation between bump size and the perturbative potentials

used in the chapter 3. In the section 3.3.2, the ground state energies and the bump size were

defined as follows,

∆ = R1 − R0; R1 =

(
ε0

a2 + δ2

) 1
2

; R0 =

(
ε0

a2

) 1
2

. (B.1)

Replacing R0 and R1 in ∆,

∆ = ε
1
2
0

 1
(a2 + δ2)1/2 −

1

a1/2
2

 . (B.2)

Multiplying by a1/2
2 ,

∆ =

(
ε0

a2

)1/2  a1/2
2

(a2 + δ2)1/2 − 1

 . (B.3)

Using relations ε0 = ~2a2
m and ε0=~

2 1
ml20

, where l0=
√

~
(2a2m)1/2 , and inserting in Eq. (B.3), the

bump size is given by:

∆ =
√

2l0

 a1/2
2

(a2 + δ2)1/2 − 1

 . (B.4)

Thus, Eq. (B.4) becomes:

δ2 = a2

 1(
∆
√

2l0

)2 − 1

 . (B.5)

The sign of δ2 modulates the direction and intensity of the Gaussian perturbation.
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Appendix C

Luttinger model

In this appendix, we show the details of the calculations within the Luttinger1 model

used to describe HH and LH coupling studied in chapter 3, section 3.4. The Luttinger

elements are given by the linear combination of the total angular momentum: [59]

∣∣∣∣∣32 ,+3
2

〉
=

1
√

2

∣∣∣∣∣ (X + iY) ↑
〉
; (C.1)

∣∣∣∣∣32 ,−3
2

〉
=

1
√

2

∣∣∣∣∣ (X − iY) ↓
〉
; (C.2)

∣∣∣∣∣32 ,+1
2

〉
=

1
√

6

∣∣∣∣∣ (X + iY) ↓
〉
−

√
2
3

∣∣∣∣∣Z ↑ 〉
; (C.3)

∣∣∣∣∣32 ,−1
2

〉
= −

1
√

6

∣∣∣∣∣ (X − iY) ↑
〉
−

√
2
3
|Z ↓

〉
. (C.4)

The matrix elements are written in the following way:

HK =



ahh↑
+ b− c− 0

b+ alh↑
− 0 c−

c+ 0 dlh↓
− b−

0 c+ b+ dhh↓
+


, (C.5)

1The Luttinger model was studied in the chapter 2, section 2.2.4.
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where hh↑, hh↓, lh↑ and lh↓ are the heavy (hh) and light holes (lh) with spins up (↑) and

down (↓), respectively. Thus, the matrix elements are written as follows: [27]

a± = −
~2

2m0
(γ1 ∓ 2γ2)k2

z −
~2

4m0
(γ1 ± γ2)(k+k− + k−k+)

+
(2 ± 1)

2
~ωe

(
κ +

(5 ± 4)
4

q
)

; (C.6)

d± = −
~2

2m0
(γ1 ∓ 2γ2)k2

z −
~2

4m0
(γ1 ± γ2)(k+k− + k−k+)

−
(2 ± 1)

2
~ωe

(
κ +

(5 ± 4)
4

q
)

; (C.7)

b∓ = ~2

√
3

4m0
γ3kzk∓; (C.8)

c∓ = ~2

√
3

4m0
(γ2 + γ3)k2

∓, (C.9)

where ωe = eB
m0

, q and κ are the Zeeman elements, γα, α = 1, 2, 3, the Luttinger parameters.

The q, κ and γα depends on the material, which are reported by experiments or ab initio

calculations. Thus, introducing the confinement potential in the Luttinger matrix, the result

is:

HL =



ahh↑
+ + V(r) b− c− 0

b+ alh↑
− + V(r) 0 c−

c+ 0 dlh↓
− + V(r) b−

0 c+ b+ dhh↓
+ + V(r)


. (C.10)

For cylindrical coordinates, the k vectors are transformed in the following way:

k∓ = −ie∓iϕ

(
∂

∂ρ
∓

i
ρ

∂

∂ϕ
±

m0ωe

2~
ρ

)
, kz = −i

∂

∂z
. (C.11)

Thus,

a± =
~2

2m0
(γ1 ∓ 2γ2)

∂2

∂z2 +
~2

2m0
(γ1 ± γ2)

[
∂2

∂ρ2 +
1
ρ

∂

∂ρ
+ iα

∂

∂ϕ
+

1
ρ2

∂2

∂ϕ2 − α
2ρ2

]
+

(2 ± 1)
2
~ωe

(
κ +

(5 ± 4)
4

q
)

; (C.12)
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d± =
~2

2m0
(γ1 ∓ 2γ2)

∂2

∂z2 +
~2

2m0
(γ1 ± γ2)

[
∂2

∂ρ2 +
1
ρ

∂

∂ρ
+ iα

∂

∂ϕ
+

1
ρ2

∂2

∂ϕ2 − α
2ρ2

]
−

(2 ± 1)
2
~ωe

(
κ +

(5 ± 4)
4

q
)

; (C.13)

b∓ = −

√
3

4
~2

m0
γ3e±iϕ

(
∂2

∂ρ∂z
±

i
ρ

∂2

∂ϕ∂z
∓ αρ

∂

∂z

)
; (C.14)

c∓ = −

√
3

4
~2

m0
(γ2 + γ3)e±2iϕ

[
∂2

∂ρ2 −

(
1
ρ
± αρ

)
∂

∂ρ
−

1
ρ2

∂2

∂ϕ2 −

(
iα ±

2i
ρ2

)
∂

∂ϕ

±
2i
ρ

∂2

∂ρ∂ϕ
+ α2ρ2

]
. (C.15)

After some algebraic manipulations,

a± =

{
~2

m0
(γ1 ∓ 2γ2)

∂2

∂z2 +
~2

m0
(γ1 ± γ2)

[
∂2

∂ρ2 +
1
ρ

∂

∂ρ
+ αm2 −

m2
2

ρ2 − α
2ρ2

]
+

(2 ± 1)
2
~ωe

(
κ +

(5 ± 4)
4

q
) }
δm2,m1; (C.16)

d± =

{
~2

m0
(γ1 ∓ 2γ2)

∂2

∂z2 +
~2

m0
(γ1 ± γ2)

[
∂2

∂ρ2 +
1
ρ

∂

∂ρ
+ αm2 −

m2
2

ρ2 − α
2ρ2

]
−

(2 ± 1)
2
~ωe

(
κ +

(5 ± 4)
4

q
) }
δm2,m1; (C.17)

b∓ = −

√
3

2
~2

m0
γ3

(
∂2

∂ρ∂z
±

m2

ρ

∂

∂z
∓ αρ

∂

∂z

)
δm2,m1±1; (C.18)

c∓ = −

√
3

2
~2

m0
(γ2 + γ3)

[
∂2

∂ρ2 −

(
1
ρ
± αρ

)
∂

∂ρ
−

1
ρ2

∂2

∂ϕ2 −

(
αm2 ±

2m2

ρ2

)
±

2m2

ρ

∂

∂ρ
+ α2ρ2

]
δm2,m1±2. (C.19)

These elements of Luttinger matrix describe the electronic structure of LH and HH including

the Zeeman splitting, where the split-off states are considered as a remote band.



Appendix D

Exchange interaction parameter

The objective of this appendix is to describe the details of the calculation of the

exchange interaction parameter. In the section D.1, we show the adjustment process of the

Hubbard correction on d states of the cadmium and zinc in CdMnSe QDs, studied in the

chapter 3. Using the effective coordination number (ECN) concept, in the section D.2, we

present a structural analysis for the CdSe QDs undoped and doped by Mn impurity in a

ZnSe host material. Section D.3 exhibits the obtained values of the exchange interaction

parameter, J0, investigated within the density functional theory framework.

D.1 Cadmium selenide and zinc selenide in bulk model -

GGA+Ue f f

Assuming the zinc blend phase for the cadmium selenide and zinc selenide pristine

geometries, the Hubbard Ue f f correction was varied for a better gap energy and lattice

parameter description. The obtained values are shown in Table D.1 and the details of the

calculations are found in the appendix E, wherein the exchange and correlation functional

used was proposed by Perdew-Burke-Ernzerhof (PBE). The experimental lattice parameters

and gap energies of the CdSe and ZnSe pristine structures are, namely, 6.05 Å and 5.67 Å,

1.90 eV and 2.82 eV, respectively. Fig. D.1 depicts the local density of states with the

Hubbard correction on d-Cd and d-Zn states:
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Table D.1: Effective Hubbard correction Ue f f on d states of cadmium and zinc atoms applied to obtain a better
accuracy of the lattice parameter (a0) and gap energy (Eg) of the pristine CdSe and ZnSe bulk structures.

Ue f f aCdS e
0 aZnS e

0 ECdS e
g EZnS e

g

[eV] [Å] [Å] [eV] [eV]

0 6.19 5.74 0.50 1.13
1 6.19 5.72 0.54 1.21
2 6.18 5.73 0.61 1.24
3 6.16 5.72 0.68 1.32
4 6.15 5.71 0.76 1.37
5 6.13 5.70 0.84 1.44
6 6.11 5.69 0.92 1.51
7 6.08 5.68 1.04 1.58
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Figure D.1: Local density of states as function of the effective Hubbard Ue f f correction on d cadmium and zinc
states in CdSe and ZnSe pristine bulk structures.

D.2 CdSe and ZnSe quantum dots

Using the Perdew-Burke-Ernzerhof (PBE) exchange and correlation functional, in

Table D.2 we present a comparison between the CdSe QDs in ZnSe substrate with and
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without the effective Hubbard correction of Ue f f =7.0 eV on d-Cd and d-Zn states.

Table D.2: Calculated values of the lattice parameter (a0) and gap energy (Eg) with and without Hubbard
correction Ue f f =7.0 eV on d-Cd and d-Zn states for CdSe QDs within ZnSe host material.

CdSe em ZnSe a0 Eg

[Å] [eV]

PBE 17.68 0.83
PBE+Ue f f 17.49 1.30

In the next calculations, one Mn atom enters interstitially in the crystal and replacing

the Cd and Zn inside and outside the QD, respectively. Fixing the lattice parameter in order to

analyze the effective coordination number (ECN)1, Table D.3 indicates the relation between

ECN and average distance as function of the Hubbard2 correction Ue f f =7.0 eV on d-Cd and

d-Zn states:

Table D.3: Effective coordination number (ECNatom) and average distance (datom
AV ), where atom is the chemical

specie (Mn, Cd, Se, Zn), with and without Hubbard correction.

Structure ECNMn ECNCd ECNS e ECNZn dMn
AV dCd

AV dS e
AV dZn

AV

Undoped - 4.00 3.95 4.00 - 2.65 2.55 2.50
UndopedUe f f - 4.00 3.96 4.00 - 2.61 2.52 2.48
Mn Subst. Zn 4.00 4.00 3.95 4.00 2.53 2.65 2.55 2.50

Mn Subst. ZnUe f f 4.00 4.00 3.96 4.00 2.59 2.61 2.52 2.48
QD-004 4.00 4.00 3.95 4.00 2.51 2.65 2.55 2.50

QD-004Ue f f 4.00 4.00 3.96 4.00 2.57 2.61 2.52 2.48
Int. Matrix 6.24 4.01 3.98 4.00 2.64 2.65 2.55 2.50

Int. MatrixUe f f 6.61 4.00 4.00 4.00 2.68 2.61 2.52 2.48

The introduction of the Hubbard correction changes the atomic radius, providing

a better description of the lattice parameter and gap energy of the structure. In addition,

the Hubbard correction changes the magnetic moment of the geometries. In Table D.4, we

show the local magnetization (Local Mag.) and the final magnetization (Final Mag.) of the

CdSe QDs undoped and doped by Mn impurity in ZnSe host material. The calculations were

performed with and without Hubbard correction of Ue f f =7.0 eV on d-Cd and d-Zn states,

wherein the PBE exchange and correlation functional were used.

1For more details, the effective coordination number concept was presented in section 3.6.2.
2The Hubbard correction was determined in section D.1.
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Table D.4: Local magnetic moment (Local Mag.) and final magnetic moment (Final Mag.) of the CdSe QDs
undoped and doped by Mn impurity in ZnSe substrate. The calculations were performed with and without
Hubbard correction of Ue f f =7.0 eV on d-Cd and d-Zn states.

Struct. Local Mag. Final Mag.

[µB] [µB]

Undoped - -
UndopedUe f f - -
Mn Subst. Zn 4.26 5.00

Mn Subst. ZnUe f f 4.97 5.00
QD-004 4.23 5.00

QD-004Ue f f 4.97 5.00
Int. Matrix 4.12 5.00

Int. MatrixUe f f 4.95 5.00

Due to partially occupied d-Mn states, the final magnetization is 5.0 µB and the local

magnetization varies according to the structure.

D.3 Exchange interaction calculation

In order to elucidate the exchange interaction parameter J0, it was performed a

comparison between the CdSe pristine and CdSe QD within ZnSe substrate, both structures

doped by the Mn impurity, containing 216 atoms, namely 107 Cd, 108 Se and 1 Mn in the

bulk without QD and 70 Zn, 37 Cd, 108 Se and 1 Mn in the bulk with QD. As mentioned

in section 3.6, the experimental exchange interaction parameter observed for CdMnSe bulk

is J0=0.26 eV. [217] The concentration for one Mn impurity in the supercell is xe f f =1.0 %.

The spin impurity average is given by 〈S 〉 = 5
2 . Taking Eq. (3.32) in the form N0α = J0 =

−
∆Etot

xe f f
5
2

and varying the Ue f f for d manganese states, wherein the Ue f f =7.0 eV was fixed for

d-Cd and d-Zn states, the calculations for the bulk with and without QD were performed

using initial magnetic moment (Mag) and fixing the spin impurity (Nel) for each calculation.

The exchange and correlation functional used was proposed by Perdew-Burke-Ernzerhof

(PBE) and the results are presented in the following sections.
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D.3.1 Bulk without quantum dot

In Table the D.5, we present the results of the investigations for the exchange

interaction parameter J0 for the cadmium selenide bulk doped by manganese impurity.

Table D.5: Calculated values for the exchange interaction parameter for the cadmium selenide bulk doped by
manganese impurity.

Exchange U Local Mag. Total Mag. Energy ∆Etot J0

[eV] [µB] [µB] [eV] [eV] [eV]

Mag4 -Nel4 0 4.211 3.861 −558.25288 −0.04427 −1.77089
Mag6 -Nel6 0 4.317 5.151 −558.20861 - -
Mag4 -Nel4 1 4.395 3.940 −557.89439 −0.01810 −0.72406
Mag6 -Nel6 1 4.430 5.217 −557.87629 - -
Mag4 -Nel4 2 4.513 4.003 −557.59892 −0.01087 −0.43492
Mag6 -Nel6 2 4.528 5.277 −557.58805 - -
Mag4 -Nel4 3 4.607 4.059 −557.34883 −0.00654 −0.26158
Mag6 -Nel6 3 4.616 5.332 −557.34229 - -
Mag4 -Nel4 4 4.689 4.111 −557.13760 −0.00378 −0.15113
Mag6 -Nel6 4 4.694 5.384 −557.13382 - -
Mag4 -Nel4 5 4.765 4.164 −556.96340 −0.00294 −0.11772
Mag6 -Nel6 5 4.769 5.436 −556.96046 - -
Mag4 -Nel4 6 4.839 4.218 −556.82475 −0.00187 −0.07479
Mag6 -Nel6 6 4.843 5.490 −556.82288 - -
Mag4 -Nel4 7 4.918 4.280 −556.72293 −0.00093 −0.03715
Mag6 -Nel6 7 4.922 5.552 −556.72200 - -

Therefore, for the bulk without QD, the J0=0.26 eV was theoretically achieved for

UCd
e f f =7.0 eV and UMn

e f f =3.0 eV on d cadmium and manganese states, respectively.

D.3.2 Bulk with quantum dot

In Table D.6, we show the calculations for the exchange interaction parameter for

the CdSe QD doped by Mn impurity within ZnSe host material, structure (i) QD-004 in

Fig. 3.11.

The QD inside the bulk changes the behavior of the exchange interaction parameter

due to the strain given by the lattice parameters difference between the CdSe and ZnSe

structures. As shown in Table D.6, J0 achieves the experimental results for the Hubbard

correction between Ue f f =4.0 eV and 5.0 eV on d-Mn level, where was fixed the Ue f f =7.0 eV

for d-Cd and Zn states.
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Table D.6: Exchange interaction parameter calculations for the CdSe:Mn quantum dot within ZnSe substrate.

Exchange U Local Mag. Total Mag. Energy (eV) ∆Etot(eV) J0 (eV)

[eV] [µB] [µB] [eV] [eV] [eV]

Mag4 -Nel4 0 4.135 3.837 −577.50684 −0.06890 −2.75600
Mag6 -Nel6 0 4.277 5.154 −577.43794 - -
Mag4 -Nel4 1 4.345 3.924 −577.12152 −0.03240 −1.29600
Mag6 -Nel6 1 4.397 5.225 −577.08912 - -
Mag4 -Nel4 2 4.484 3.995 −576.80740 −0.01842 −0.73680
Mag6 -Nel6 2 4.506 5.291 −576.78898 - -
Mag4 -Nel4 3 4.591 4.059 −576.54642 −0.01180 −0.47200
Mag6 -Nel6 3 4.602 5.353 −576.53462 - -
Mag4 -Nel4 4 4.683 4.119 −576.33060 −0.00849 −0.33960
Mag6 -Nel6 4 4.692 5.412 −576.32211 - -
Mag4 -Nel4 5 4.772 4.180 −576.15650 −0.00596 −0.23840
Mag6 -Nel6 5 4.778 5.473 −576.15054 - -
Mag4 -Nel4 6 4.861 4.248 −576.02532 −0.00438 −0.17520
Mag6 -Nel6 6 4.866 5.540 −576.02094 - -
Mag4 -Nel4 7 4.962 4.328 −575.94106 −0.00295 −0.11800
Mag6 -Nel6 7 4.966 5.621 −575.93811 - -

D.3.3 Comparative results

In Fig. D.2, we present a comparison between the CdSe bulk doped by Mn and the

CdSe QD doped by Mn impurity within the ZnSe host material for the exchange interaction

parameter as function of the DFT total energy and the effective Hubbard correction.

It is important to emphasize the distinct values of the Hubbard Ue f f corrections for

both cases, bulk with and without QD, as shown in the Fig. D.2. A more detailed comparison

is depicted in the Fig. D.3.

Therefore, these analyzes proposes a new method for the J0 calculations in Diluted

Magnetic Semiconductor systems at atomistic scales using the density functional theory.
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Figure D.2: Comparison between the CdSe bulk doped by Mn and the CdSe QD doped by Mn within the ZnSe
substrate for the exchange interaction parameter as function of the DFT total energy and the effective Hubbard
correction. At upper part of the Fig. we represent the bulk without QD and, at the bottom, the bulk with QD.
In both cases, the Mn impurity replaces one Cd atom.
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Figure D.3: Exchange interaction parameter for the geometries with and without CdSe QD. The distinct
behavior of the exchange interaction is due to the QD presence in the bulk, introducing a strain and changing
the local environment of the structure.



Appendix E

Theoretical approach and computational

details

In this appendix, we present the details of the calculations performed to obtain

the results of this Thesis. The description of the studied systems is within the many body

problem, wherein the effective mass and density functional theory, as shown in the chapter

2, are the theoretical approaches used.

The full diagonalization of the Schroedinger Eq. within the k·p approach was per-

formed using the Maplesoft package, version 18.0. The eigenvalues were ordered in a

growing sequence of energy. The Fock-Darwin spectrum was used to describe the quantum

states. The atomistic calculations used in this Thesis are based on the density functional

theory. [88, 89] The Projector Augmented Wave (PAW) method [179] and the semilocal

exchange and correlation functional proposed by Perdew, Burke, and Ernzerhof (PBE) [102]

were used to solve self-consistently the all-electron Kohn-Sham Eq., as implemented in the

Viena ab initio Simulation Package (VASP). [252, 253] The PAW projectors include in the

valence the following states, namely, 4d10 5s2, 3d10 4s2, 3d10 4s2 4p4, 3d5 4s2, 5s14d5,

3s23p4, 2s22p2, 2s22p3, and 1s1 for Cd, Zn, Se, Mn, Mo, S, C, N, and H, respectively.

The equilibrium volume was reached by the minimization of the stress tensor and atomic

forces using a plane wave expansion cutoff of 656 eV and 689 eV for cadmium selenide

and molybdenum disulfide systems, respectively, while for the total energies calculations a

cutoff of 369 eV and 473 eV were employed for CdSe and MoS2 configurations, respectively,

12.5 % higher than recommended by the VASP package. For the integration of the Brillouin

125
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zone, the Γ-point was used to sample the reciprocal space of the CdMnSe QD in the ZnSe

host material, as described in chapter 3. In the chemical potential calculations, performed

in the chapter 4, an orthorhombic box of 24 × 25 × 26 Å
3

was used to compute the free-

atom using the Γ-point for integrate the Brillouin zone. In addition, the k-point mesh of

19 × 19 × 19, 13 × 13 × 10 and 22 × 22 × 10 was used for the Cd, Se and Zn bulk systems,

respectively. In the calculations of chapter 5, a special grids of 8 × 8 × 2 and 8 × 8 × 1 were

employed for integrate the Brillouin zone of the MoS2 bulk and single layer, respectively.

Concerning the electronic properties calculations, such as, density of states, the k-mesh used

was twice larger. The atoms were allowed to relax until all the forces were smaller than

0.0250 eV Å
−1

for CdSe:Mn systems and, to provide a better description of the adsorption

properties of the azobenzene molecule on MoS2 surface, 0.010 eV Å
−1

was adopted. The

results were obtained using a Gaussian smearing of 0.01 eV.

In order to avoid self-image interactions in the charged defect calculations, [158]

which can affect the total energy and the atomic forces, the monopole corrections introduced

by Neugebauer et al. were used. [157] A quadratic electrostatic potential was added to the

local potential, correcting the errors introduced by the periodic calculations. The computa-

tional efforts for the plane wave expansion using the Kohn-Sham scheme are related to the

size L of the supercell. Increasing the size of the supercell, the convergence is determined by

long range forces, which in general are the electrostatic forces. The convergence properties

are obtained by the analysis of the electrostatic energy in the periodic calculations. The

charge density of the crystalline system with a point defect is the sum of the periodic and

aperiodic charge densities, where the correction in the energy is given by: [158]

E = E0 −
q2α

2Lε
−

2πQ
3L3ε

+ O(L−5) , (E.1)

with Q the second radial moment only for the aperiodic density that does not arise from the

dielectric ε response. The total energy calculations (EDFT+D3
tot ) concerning the azobenzene

molecule and molybdenum disulfide layer were obtained using the van der Waals (ED3
disp)

corrections and DFT-PBE total energy (EDFT
tot ), namely,

EDFT+D3
tot = EDFT

tot + ED3
disp , (E.2)
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where

ED3
disp = −

1
2

M∑
i=1

M∑
j=1

∑
L

(
fd,6(Ri j,L)

Ci j
6

R6
i j,L

+ fd,8(Ri j,L)
Ci j

8

R8
i j,L

)
. (E.3)

Eq. (E.3) determines the magnitude of the vdW interactions. The sums are made on

all M atoms of the unit cell L = (l1, l2, l3). The parameters C6i j are the dispersion coefficients

of the vdW corrections from atom pair AB within the internuclear distances R6,8
i j . These

parameters are obtained from the self-consistent Tkatchenko-Scheffler approach. [153] To

avoid singularities at interatomic scales, a damping function ( fd,n) was employed,

fd,n =
sn

1 + 6(Ri j/(sR,nRi j
0 ))−αn

, (E.4)

where sR,n are the scaling factors concerning the cutoff radii, Ri j
0 =

√
Ci j

8

Ci j
6

and αn are fixed

values whose choices depend on the exchange and correlation functional. In this calculations,

only one side of the surface supporting the azobenzene molecule was considered. Therefore,

the dipole corrections were introduced in all calculations of chapter 5. [157, 158] The charge

flow analysis were performed using the Bader charge concept, wherein the number of grid-

points were increased by a three factor along the lattice parameters directions to calculate

the Fast Fourier Transform (FFT), improving the accuracy of the effective Bader charge

calculation for each atomic specie.

E.1 Convergence tests

In the following, we present the calculations performed in order to obtain the con-

verged values of the lattice parameters and the k-mesh within the density functional theory

using the VASP package. The refinement of the k-points and the cutoff energy provides a

precise DFT calculation, performed in sufficient times and avoiding inaccuracies in results.

The lattice parameter calculation is given by the minimization of the total energy of

the system using the stress tensor simulation, changing the cell volume until all the forces

reach the stop criterion determined for the calculation. When the criterion of forces is
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attained, the equilibrium geometry is obtained. This process is performed again until the

final volume of structure is determined. An enough cutoff energy must be used in the total

energy calculation to achieve the converged structural parameters with a high accuracy. The

electronic wavefunctions are expanded in terms of a discrete set of the planes waves for each

k-point in the Brillouin zone. However, some divergences in the calculations can arise using

a constant number of plane waves and cutoff energy, leading to incorrect components of the

stress tensor. [307] These inaccuracies are called Pulay stress. [308]

In a solid, the strain is a deformation of the lattice. The external forces acting on

the atoms cause a state of stress in the geometry. The stressed atoms increase the pressure of

the cell. The Hellmann-Feynman theorem, originally derived by Ehrenfest, [309] gives the

force conjugate to the atomic position. The stress tensor dynamics was formulated in terms

of the stress theorem. [310, 311]

The number of plane waves used in the calculation is related to the computational

efforts of DFT calculations, wherein the solution of the integrals in the Brillouin zone in-

cludes the k-point sampling. In the most of density functional theory codes, the Monkhorst

and Pack method is implemented for the choice of the k-point sampling. [165, 166] In order

to decrease the computational cost, the integrals in the reciprocal space can be solved in

the reduced portion of the Brillouin zone, called irreducible Brillouin zone, which can be

extended to fill the entire Brillouin zone. However, the integration of the Brillouin zone

in some materials can be complex, such as the metallic systems, where the bands intercept

the Fermi energy leading to discontinuities in the electronic state occupation. The solution

for this particular case is obtained by increasing the k-mesh, which leads to an increase in

the computational cost of the calculation. The smearing methods for the integration of the

Brillouin zone contributes to overcome the discontinuity of the integrals, [147] where the

step-function is replaced by a similar Fermi-Dirac function at a finite temperature: [312]

f
(
ε − µ

σ

)
=

 1
exp( ε−µ

σ
) + 1

 , (E.5)

or a Gauss-like function:

f
(
ε − µ

σ

)
=

1
2

[
1 − er f

(
ε − µ

σ

)]
, (E.6)
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where ε and µ are the energy for each state and the Fermi energy, respectively. The parameter

σ = kBT is related to the artificial temperature. An alternative approach of smearing is the

Methfessel and Paxton method. [313] The tetrahedron method [314–316] and the scheme

proposed by Blöchl [167] are widely used as strategies to integrate the Brillouin zone.

Thus, below we present the convergence of the cutoff energy and k-points. For

the pristine cadmium selenide cell, the converged lattice parameter and gap energy values,

namely, 6.19 Å and 0.49 eV, respectively, were obtained by using the PBE exchange and

correlation functional and k-density of 25, corresponding to a k-mesh of 4x4x4. The total

energy also stabilizes in the same k-density value. A visual representation of the lattice

parameter, gap energy and total energy are given in the Fig. E.1:

Figure E.1: Calculated values for the lattice parameter, gap energy, and total energy for several k-density values
using PBE exchange and correlation functional. The special grid of 25 k-density provides a good accuracy of
the obtained results, which corresponds to a k-mesh of 4x4x4.

Concerning the calculation of the cadmium (Cd), selenium (Se) and zinc (Zn) struc-

tures used for the determination of the chemical potential of the pristine systems in chapter

4, where the Cd and Zn bulk contains two atoms and Se three atoms in hexagonal structures,

30 k-density is enough to obtain a precise description of the lattice parameters.
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chemical potential of the chapter 4. The properties achieve the accuracy for 30 k-density.
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In the Fig. E.3, we present the convergence tests for the molybdenum disulfide

bulk in Octahedral symmetry, studied in chapter 5. Assuming the k-mesh of 9x9x2 (25

k-density) for the integration of the Brillouin zone, the obtained lattice parameters are 3.16 Å

and 12.37 Å, where the PBE exchange and correlation functional and the van der Waals

corrections were used.
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