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## Resumo

Neste trabalho, apresentamos resultados originais sobre a teoria de Equações Diferenciais Ordinárias Generalizadas (escrevemos EDOs generalizadas), através do uso de ferramentas da teoria do Grau Topológico. Em particular, provamos resultados sobre

- Existência de pontos de bifurcação e aplicamos os resultados às equações diferenciais em medida;
- Diferenciabilidade do operador solução de EDOs generalizadas, incluindo, também, um teorema do tipo Alternativa de Fredholm; as aplicações foram direcionadas às equações diferenciais em medida;
- Existência de soluções periódicas de EDOs generalizadas lineares em que utilizamos não somente resultados da teoria do Grau Topológico, mas também da teoria de Operadores de Fredholm;
- Existência de soluções "afim periódicas" de EDOs generalizadas.

Vale mencionar que 3 artigos originais são provenientes desta tese, a saber, [11, 12, 13]. Tais artigos encontram-se em fase final de preparação e serão submetidos à publicação em breve.

Além do que mencionamos, também generalizamos os resultados da minha dissertação de mestrado contidos em um artigo já submetido, em coautoria com J. Mawhin e M. Federson (veja [14). Enquanto que em tal artigo tratamos da existência de soluções periódicas de EDOs generalizadas envolvendo funções de variação limitada, na presente tese consideramos o caso em que tais funções estão no espaço das funções regradas. Estes novos resultados fazem parte de um capítulo do livro intitulado "Generalized ODEs in Abstract Spaces and Applications", organizado pelos editores M. Federson, E. Bonotto e J. Mesquita. O livro será publicado pela Wiley em 2020 (veja [10]).

## Abstract

In this work, we present original results concerning the theory of Generalized Ordinary Differential Equations (we write generalized ODEs for short) using tools from the Topological Degree theory. In particular, we proved results on

- Existence of bifurcation points and we applied the results to measure differential equations;
- Differentiability of the solution operator of generalized ODEs, including a Fredholm Alternative-type theorem, and we applied the results to measure differential equations;
- Existence of periodic solutions of linear generalized ODEs to which we applied not only results from the topological degree theory, but also from the Fredholm operator theory;
- Existence of affine-periodic solutions of generalized ODEs.

It is worth mentioning that the present work generated 3 original articles (see [11, 12 , [13]) which are in their final stages of preparation and will be submitted for publication soon.

In addition to the above, we also generalized the results from my Master Thesis which are contained in a submitted article, coauthored by J. Mawhin and M. Federson (see [14]). While in such article we deal with the existence of periodic solutions of generalized ODEs involving bounded variation functions, in the present work we consider the regulated functions. Such new results are part of a chapter in the book entitled "Generalized ODEs in Abstract Spaces and Applications" and organized by the editors M. Federson, E. Bonotto and J. Mesquita. The book will be published by Wiley in 2020 (see [10]).
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## Introduction

The aim of this work is employ tools of the theory of Topological Degree to obtain results in the framework of generalized ordinary differential equations (we write generalized ODEs for short).

It well-known that generalized ODEs, introduced by the Jaroslav Kurzweil in 1957 (see [22, 23]), are within a useful theory which handles well jumps and highly oscillatory behavior. This nice property if due to the fact that generalized ODE are in fact integral equations whose integral is in the sense of J. Kurzweil.

In order to describe, at a glance, the potential of the theory of generalized ODEs, it is worth mentioning that they were born within the theory of non-absolute integration created and developed by Jaroslav Kurzweil and, independently, by Ralph Henstock. The Kurzweil-Henstock integral is able to deal not only with many discontinuities, but also with functions of unbounded variation. As a matter of fact, the Kurzweil-Henstock integral of functions taking values in finite dimensional spaces encompass the integrals of Riemann, Lebesgue and Newton.

As we mentioned in the abstract, we proved results concerning the following properties of generalized ODEs:

- Existence of periodic solutions of generalized ODEs;
- Existence of bifurcation points;
- Differentiability of the solution operator;
- A Fredholm Alternative-type theorem;
- Existence of periodic solutions of linear generalized ODEs;
- Existence of affine-periodic solutions of generalized ODEs.

All such properties were obtained through the application of the Topological Degree theory. Throughout this work, we show, in detail, the nuances of the tools we employed.

Concerning the applications, we have to say that, in this work, we choose to apply the new results to measure differential equations (we write MDEs, for short) and, in some
cases to impulsive differential equations. Our choice is justified by two facts. The first fact concerns the power of MDEs. It is well-known that MDEs allow one to treat more general situations than those handled by difference differential equations, ordinary differential equations and impulsive differential equations. The beginning of the investigations in MDEs is considered to date from the late 60 's and early 70 's, with the works by W. Schmaedeke [34, and P. Das and R. Sharma [3, 4]. Since then, several authors have been studying this class of equations. We can mention, for instance, [5, 7, 6, 20, 28, 29, 35], where qualitative properties of solutions were investigated. Moreover, MDEs encompass not only impulsive differential equation (see [16, Theorem 3.1]), but also dynamic equations on time scales (see [17, Theorem 4.3]). Thus, MDEs is a very important class of differential equations. The second motive for applying our results to MDEs is that they can be regarded as generalized ODEs (see [17, Theorems 3.8 and 3.9]). This means that MDEs are special cases of generalized ODEs.

Now, we specify some details concerning organization of the present work as well as the articles generated from it.

The two initial chapters are devoted to basic theories. In Chapter 1, we collect those results from the Topological Degree theory which we will use throughout this dissertation. In Chapter 2, we did the same concerning the theory of generalized ODEs. The following chapter, namely, chapters 3 to 7 , are related to the articles we produced during my doctor course in Mathematics at the Federal University of São Carlos and my stage at the Institute of Mathematics of the Academy of Sciences of the Czech Republic. We describe them as follows.

Chapter 3 contains the results of our paper entitled "Existence and bifurcation of periodic solutions for generalized ordinary differential equations ", coauthored by M. Federson and J. Mawhin (see [14]) and it is a generalization of the results from my Master Thesis. We showed an existence result of a periodic solution of generalized ODEs in the framework of regulated functions instead of functions of bounded variation. In order to do this, we had to replace the Helly's Choice Theorem by an Ascoli-Arzelà-type theorem for regulated functions. We also employed the Topological Degree theory to get the results. We applied the main result to impulsive ODEs. A more general result of Chapter 3 is part of a chapter in the book entitled "Generalized ODEs in Abstract Spaces and Applications" and organized by the editors M. Federson, E. Bonotto and J. Mesquita.

Chapters 4 and 5 concern the results contained in the paper entitled "Bifurcation theory and differentiability for generalized ODEs ", coauthored by M. Federson and K. Schiabel (see [11]), where we established a result on the existence of a bifurcation point with respect to an arbitrary solution of a generalized ODE. In order to do this, we defined an operator $\Phi$, which is characterized by the solution of a generalized ODE, and we used such operator to obtain the main result. The theory of the topological degree was crucial
to our result. We also established a formula for the derivative of the operator $\Phi$, which is linear and, in turn, is a solution of a linear generalized differential equation. This fact allowed us to state and prove a Fredholm Alternative for linear equations which involve the derivatives of such operator $\Phi$. Finally, we applied our results to MDEs.

Chapter 6 concerns the results contained in the paper entitled "Periodic solutions of linear generalized ODEs and applications ", coauthored by M. Federson and K. Schiabel (see [13]), we established a result on the existence of periodic solutions of linear generalized ODE. In order to do that, we defined operators $L$ and $N$ from the space of regulated functions to itself and $L$ is a Fredholm operator. We proved that there exists a correspondence between the solutions of $L(x)=N(x)$ and the periodic solutions of linear generalized ODEs. Then, it was possible to prove our main result on the existence of a solution of $L(x)=N(x)$. The theories of Topological Degree and of Fredholm Linear Operators were also employed to obtain the main result.

Finally, in the paper entitled "Affine-Periodic solutions for generalized ODEs ", coauthored by M. Federson and R. Grau (see [12]), we considered an $n \times n$ matrix $Q$ with entries in $\mathbb{R}$ and $T>0$ and we proved a result on the existence of what we call a $(Q, T)$ -affine-periodic solution of a generalized ordinary differential equation using tools from Functional Analysis. In Chapter 7, we proved the same result by means of the Topological Degree theory inspired on the papers [39] and [40]. As a matter of fact, the definition of $(Q, T)$ is more general than the usual definition of periodic solutions stated in the literature. Indeed, when we consider $Q=I$, where $I$ is the identity matrix, we obtain the classic notion of periodicity and, when $Q=-I$, we are in the classic case of anti-periodicity. Thus, our definition encompasses the classic definitions.

## Chapter 1

## Preliminaries: Degree Theory

The aim of this initial chapter is to compile some of the basic results of the topological degree theory which will be used throughout our work. In particular, we recall results from both the finite dimension and the infinite dimension cases, which are, respectively, those results concerning the Brouwer degree and those concerning the Leray-Schauder degree. We also include useful results from the Fredholm theory for linear operators.

The main references for this section are [30], [2] and [8].

### 1.1 The Brower degree

Let $\Omega \subset \mathbb{R}^{n}$ be an open and bounded set and $C^{k}\left(\bar{\Omega}, \mathbb{R}^{n}\right)$ be the space of all functions, from the closure $\bar{\Omega}$ of $\Omega$ to the $n$ dimensional Euclidean space $\mathbb{R}^{n}$, which are $k$-times differentiable on $\Omega$ whose the derivatives can be extended continuously to $\bar{\Omega}$ and it is endowed with the following norm

$$
\|\varphi\|_{k}=\max _{0 \leq j \leq k} \sup _{x \in \Omega}\left\|D^{(j)} \varphi(x)\right\| .
$$

where $D^{(j)} \varphi(x)$ denotes the $j$ derivative of $\varphi$ at the point $x$.
Suppose $\varphi \in C^{1}\left(\bar{\Omega}, \mathbb{R}^{n}\right)$ and $S=\{x \in \Omega, J(\varphi)(x)=0\}$, where $J(\varphi)(x)$ denotes the Jacobian matrix of $\varphi$ in $x$. Let $b \in \mathbb{R}^{n}$ be such that $b \notin \varphi(\partial \Omega) \cup \varphi(S)$, where $\partial \Omega$ denotes the boundary of $\Omega$. If $x \in \varphi^{-1}(\{b\})$, then $J(\varphi)(x) \neq 0$. Therefore, by the Inverse Application Theorem, there exist neighborhoods $U$ of $x$ and $V$ of $b$ such that $\left.\varphi\right|_{U}: U \rightarrow \varphi(U)=V$ is a diffeomorphism.

We assert that $\varphi^{-1}(\{b\})$ is finite. Indeed. Since $\varphi^{-1}(\{b\})$ is closed in $\bar{\Omega}, \varphi^{-1}(\{b\})$ is closed and bounded in $\mathbb{R}^{n}$. Thus, $\varphi^{-1}(\{b\})$ is a compact set. Also, for every $x_{j} \in \varphi^{-1}(\{b\})$, $j \in \mathbb{N}$, there exists an open ball in $U$, centered at $x_{j}$ and with radius $r_{j}>0$, denoted by
$B_{r_{j}}\left(x_{j}\right)$, such that

$$
\varphi^{-1}(\{b\}) \subset \cup_{x_{j} \in \varphi^{-1}(\{b\})} B_{r_{j}}\left(x_{j}\right), \quad j \in \mathbb{N} .
$$

Since $\left\{B_{r_{j}}\left(x_{j}\right)\right\}_{j \in \mathbb{N}}$ is an open cover of $\varphi^{-1}(\{b\})$, we can find a finite subcover satisfying

$$
\varphi^{-1}(\{b\}) \subset \cup_{j=1}^{k} B_{r_{j}}\left(x_{j}\right)
$$

which shows that $\varphi^{-1}(\{b\})$ is finite, that is,

$$
\varphi^{-1}(\{b\})=\left\{\xi_{1}, \xi_{2}, \xi_{3}, \ldots, \xi_{k}\right\},
$$

where $J(\varphi)\left(\xi_{i}\right) \neq 0$, for all $i \in\{1,2,3, \ldots, k\}$.
In the next lines, we recall the definition of the Brouwer degree and we give an example borrowed from [1] on how to calculate it.

Definition 1.1.1. Suppose $\varphi \in C^{1}\left(\bar{\Omega}, \mathbb{R}^{n}\right)$ and $b \notin \varphi(\partial \Omega) \cup \varphi(S)$. We define the Brouwer degree with respect to the triple $(\varphi, \Omega, b)$, by the integer number

$$
d(\varphi, \Omega, b)=\sum_{\xi_{i} \in \varphi^{-1}(\{b\})} \operatorname{sgn}\left(J(\varphi)\left(\xi_{i}\right)\right)
$$

where sgn is the function given by

$$
\operatorname{sgn}(t)=\left\{\begin{array}{l}
1, \text { if } t>0 \\
-1, \text { if } t<0
\end{array}\right.
$$

Example 1.1.2. Consider the function $\varphi: \Omega \rightarrow \mathbb{R}$, defined by $\varphi(x)=\sin x$ with $\Omega=$ $\left(0, \frac{5 \pi}{2}\right)$ and $b=\frac{\pi}{4}$. We want to calculate $d(\varphi, \Omega, b)$. In order to do this, we need to verify that $b \notin \varphi(\partial \Omega) \cup \varphi(S)$. This means means that $d\left(\sin x,\left(0, \frac{5 \pi}{2}\right), \frac{\pi}{4}\right)$ is well defined. Notice that

$$
\begin{gathered}
\partial \Omega=\left\{0, \frac{5 \pi}{2}\right\}, S=\left\{x \in\left(0, \frac{5 \pi}{2}\right) ; \cos x=0\right\}=\left\{\frac{\pi}{2}, \frac{3 \pi}{2}\right\}, \varphi(\partial \Omega)=\{0,1\}, \\
\varphi(S)=\{-1,1\}, \text { then } \varphi(\partial \Omega) \cup \varphi(S)=\{-1,0,1\}
\end{gathered}
$$

Therefore, $\frac{\pi}{4} \notin\{-1,0,1\}$. Thus, $\varphi^{-1}\left(\frac{\pi}{4}\right)=\left\{\xi_{1}, \xi_{2}, \xi_{3}\right\}$. By the definition of the Brower degree (Definition 1.1.1),

$$
d\left(\sin x,\left(0, \frac{5 \pi}{2}\right), \frac{\pi}{4}\right)=\sum_{\xi_{i} \in \varphi^{-1}\left(\frac{\pi}{4}\right)} \operatorname{sgn}\left(J(\varphi)\left(\xi_{i}\right)\right)
$$

Then,

$$
\begin{aligned}
d\left(\sin x,\left(0, \frac{5 \pi}{2}\right), \frac{\pi}{4}\right) & =\operatorname{sgn}\left(\varphi^{\prime}\left(\xi_{1}\right)\right)+\operatorname{sgn}\left(\varphi^{\prime}\left(\xi_{2}\right)+\operatorname{sgn}\left(\varphi^{\prime}\left(\xi_{3}\right)\right)\right. \\
& =1+(-1)+1=1
\end{aligned}
$$

It is important to mention that the definition of the Brouwer degree holds for continuous functions. The following result is presented in [2], Theorem 21.5 and Corollary 2.16. It says that there exists the function, which defines the Brouwer degree, with respect to continuous functions.

Theorem 1.1.3. Let $E$ be a finite dimensional Banach space. Then, for every open and bounded subset $\Omega$ of $E$ and every $z \in E$, there exists a function

$$
\operatorname{deg}[\cdot, \Omega, z]: D_{z}(\Omega, E) \rightarrow \mathbb{Z}
$$

called Brouwer degree, where $D_{z}(\Omega, E)=\{f \in C(\bar{\Omega}, E) ; z \notin f(\partial \Omega)\}$, which satisfies the following properties:
(i) (Normalization): If $z \in \Omega$, then $\operatorname{deg}(I, \Omega, z)=1$.
(ii) (Homotopy invariance): Let $J \subseteq \mathbb{R}$ be a nonempty compact interval. Assume that $h \in C(\bar{\Omega} \times J, E)$ and $y \in C(J, E)$ satisfy

$$
y(\lambda) \notin h(\partial \Omega \times\{\lambda\}) \text { for each } \lambda \in J .
$$

Then,

$$
\operatorname{deg}[h(\cdot, \lambda), \Omega, y(\lambda)]
$$

is well-defined and is independent of $\lambda \in J$.
Corollary 1.1.4. Let $\Omega$ be open and bounded in a Banach space $E$ of finite dimension $n$, and for $f \in C(\bar{\Omega}, E)$ assume that $z$ does not belong to $f(\partial \Omega)$. Then

$$
\operatorname{deg}[-f, \Omega, z]=(-1)^{n} \operatorname{deg}[f, \Omega, z]
$$

### 1.2 The Leray-Schauder degree

In order to understand the concept of degree for functions whose domain is a subset of a general Banach space, we recall some elements of the Leray-Schauder degree theory. For more details see [8, 18, 30].

Let $E$ be a Banach space, $\Omega \subset E$ be open and bounded and $T \in C(\bar{\Omega}, E)$ be an operator such that $T(\bar{\Omega})$ is contained in a finite subset of $E$. The operator $\Phi=I-T$
is called a perturbation of finite dimension of the identity $I$. Let $A, B$ be subsets of $E$. Then the distance between $A$ and $B$ is given by

$$
\rho(A, B)=\inf \{\|a-b\|, \quad a \in A, b \in B\}
$$

Definition 1.2.1. Let $E$ be a Banach space and $z \in E$ be such that $z \notin \Phi(\partial \Omega)$. Suppose $F$ is a finite dimensional subspace of $E$ which contains $T(\bar{\Omega})$ and $z$. Then we define the Leray- Schauder degree of $\Phi$ with respect to $\Omega$ at a point $z$ by the integer number

$$
\operatorname{deg}_{L S}(\Phi, \Omega, z)=d\left(\left.\Phi\right|_{\bar{\Omega} \cap F}, \Omega \cap F, z\right)
$$

where the right-hand side of the equality is the Brouwer degree defined according to Theorem 1.1.3.

Definition 1.2.2. Let $E$ be a Banach space and $\Omega \subset E$, An operator $T: \Omega \rightarrow E$ is said to be compact, whenever $T$ is continuous and $\overline{T(B)}$ is a compact set in $E$, for every bounded set $B \subset \Omega$.

In the next lines, we present the definition of the Leray- Schauder degree for compact operators in Banach spaces. The construction of the Leray- Schauder degree for compact operators can be found in [18, Chapter 7.

Definition 1.2.3. Let $E$ be a Banach space and $\Omega \subset E$ be an open bounded set. Let $T: \bar{\Omega} \rightarrow E$ be a compact operator and let $z \notin(I-T)(\partial \Omega)$. The Leray-Schauder degree is defined by

$$
\operatorname{deg}_{L S}[I-T, \Omega, z]=\operatorname{deg}_{L S}[I-\widehat{T}, \Omega \cap V, z]
$$

where $\widehat{T}: \bar{\Omega} \rightarrow E$ is continuous such that $\widehat{T}(\bar{\Omega})$ is of finite dimension and

$$
\|\widehat{T}(x)-T(x)\|<\rho(z,(I-T)(\partial \Omega))
$$

and $V$ is any linear space of finite dimension containing $z$ and $\widehat{T}(\bar{\Omega})$.
Moreover, the Leray-Schauder degree satisfies the following properties:
(i) $\operatorname{deg}_{L S}[I, \Omega, z]=1$, for $z \in \Omega$.
(ii) If $\operatorname{deg}_{L S}[I-T, \Omega, z] \neq 0$, then $z \in(I-T)(\Omega)$.
(iii) $\operatorname{deg}_{L S}[I-H(t, \cdot), \Omega, y(t)]$ is independent of $t \in[0,1]$, whenever $H:[0,1] \times \bar{\Omega} \rightarrow E$ is compact, $y:[0,1] \rightarrow E$ is continuous and $y(t)$ does not belong to $(I-H(t, \cdot))(\partial \Omega)$, for every $t \in[0,1]$.

In what follows, let us introduce the definition of homotopy of compact transformations.

Definition 1.2.4. Let $E$ be a Banach space and $M \subset E$. Let $H:[0,1] \times M \longrightarrow E$. We say that $H$ is a homotopy of compact transformations on $M$ if
(a) For each $\lambda \in[0,1]$ fixed, $H(\lambda, x)$ is compact on $M$.
(b) For every $\varepsilon>0$ and for every bounded $L \subset M$, there is $\delta>0$, such that

$$
\begin{equation*}
\left\|H\left(\lambda_{1}, x\right)-H\left(\lambda_{2}, x\right)\right\| \leq \varepsilon \tag{1.2.1}
\end{equation*}
$$

whenever $x \in L$ and $\left|\lambda_{1}-\lambda_{2}\right|<\delta$.
The next result is presented in [18] and it assures an important property of the LeraySchauder degree, which it will be useful in the following chapters.

Theorem 1.2.5. [Invariance under Homotopy] Let $E$ be a Banach space and $\Omega \subset E$ be an open bounded set. Assume that $H:[0,1] \times \bar{\Omega} \longrightarrow E$ is a homotopy of compact transformations on $\bar{\Omega}$. Set

$$
\phi_{\lambda}=I-H(\lambda, \cdot)
$$

for $\lambda \in[0,1]$ and assume that $z \notin \phi_{\lambda}(\partial \Omega)$, for every $\lambda \in[0,1]$. Then, deg ${ }_{L S}[I-$ $H(\lambda, \cdot), \Omega, z]$ is independent of $\lambda$.

Now, we recall the concept of a local Leray-Schauder degree which we refer to as Leray-Schauder index. This definition is presented in [25].

Definition 1.2.6. Let $T: \bar{\Omega} \rightarrow E$ satisfy the conditions of Definition 1.2.3. Denote by $B_{R}\left(x_{0}\right)$ the open ball in $\Omega$ with center in $x_{0}$ and radius $R$. Suppose that $x_{0}$ is an isolated fixed point of $T$, that is, there exists $R>0$ such that $T(x) \neq x$, for every $x \in B_{R}\left(x_{0}\right) \backslash\left\{x_{0}\right\}$. Then $\operatorname{deg}_{L S}\left[I-T, B_{R}\left(x_{0}\right), 0\right]$ is defined and does not depend on $R$, for sufficiently small $R>0$. Its value is called the Leray-Schauder index of $I-T$ at $x_{0}$ and it is denoted simply by $i n d_{L S}\left[I-T, x_{0}\right]$.

### 1.3 Fredholm Theory

Let $X, Y$ be Banach spaces and $\mathcal{L}(X, Y)$ be the space of linear bounded operators from $X$ to $Y$. The kernel and range of the operator $A$ are denoted by $\mathcal{N}(A)$ and $\mathcal{R}(A)$ respectively.

Definition 1.3.1. Let $X, Y$ be Banach spaces. An operator $A \in \mathcal{L}(X, Y)$ is a Fredholm operator, if it satisfies the following conditions:
(i) The dimension of $\mathcal{N}(A)$ is finite (we write $\operatorname{dim} \mathcal{N}(A)<\infty$ ).
(ii) $\mathcal{R}(A)$ is closed in $Y$
(iii) The codimension of $\mathcal{R}(A)$ is finite (we write $\operatorname{codim} \mathcal{R}(A)<\infty$ ).

Definition 1.3.2. The index of a Fredholm operator is given by

$$
\begin{equation*}
i(A)=\operatorname{dim} \mathcal{N}(A)-\operatorname{codim} \mathcal{R}(A) \tag{1.3.1}
\end{equation*}
$$

The next result is known as the Fredholm Alternative for operators in Banach spaces. For more details, see [33], Theorem 4.12.

Theorem 1.3.3. Let $X$ be a Banach space and let $K: X \longrightarrow X$ be a compact operator. Set $A=I-K$. Then,
(i) $\operatorname{dim} \mathcal{N}(A)=\operatorname{codim} \mathcal{R}(A)$ is finite;
(ii) $\mathcal{R}(A)$ is closed in $Y$.

In particular, either $\mathcal{R}(A)=X$ and $N(A)=0$, or $\mathcal{R}(A) \neq X$ and $\mathcal{N}(A) \neq 0$.

The next result can be found in [33] and it assures, under some conditions, the existence of a projetion function.

Proposition 1.3.4. Let $X_{1}$ be a closed subspace of a normed vector space $X$ and let $M$ be a finite dimensional subspace of $X$ such that $M \cap X_{1}=\{0\}$. Then

$$
X_{2}=X_{1} \oplus M
$$

is a closed subspace of $X$. Moreover, the operator $P$ defined by

$$
P(x)= \begin{cases}x, & x \in M \\ 0, & x \in X_{1}\end{cases}
$$

is in $\mathcal{L}\left(X_{2}\right)$.
If $L$ is a Fredholm operator of index 0 , there exist continuous projectors $P: X \rightarrow X$ and $Q: Z \rightarrow Z$ such that

$$
\mathcal{R}(P)=\mathcal{N}(L)
$$

and

$$
\mathcal{R}(L)=\mathcal{N}(Q)
$$

It follows that $L_{\mathcal{D}(L) \cap \mathcal{N}(P)}:(I-P) X \rightarrow \mathcal{R}(L)$ is invertible. We denote the inverse of $\left.L\right|_{\mathcal{D}(L) \cap \mathcal{N}(P)}$ by $K_{p}$, If $\Omega$ is an open bounded subset of $X$, the mapping N will be called L-compact on $\Omega$, whenever $Q N(\bar{\Omega})$ is bounded and $K p(I-Q) N: \Omega \rightarrow X$ is compact. Since $\mathcal{R}(Q)$ is isomorphic to $\mathcal{N}(L)$, there exists an isomorphism $J: \mathcal{R}(Q) \rightarrow \mathcal{N}(L)$.

The next result, known as Mawhin's Continuation Theorem, can be found in [19], page 40. It will be essential to prove the main result of Chapter 6.

Theorem 1.3.5. [Mawhin's Continuation Theorem] Let $\Delta \subset G$ be open and bounded and $X, Y, Z$ be Banach spaces. Suppose $L: \mathcal{D}(L) \subset X \rightarrow Z$ is a Fredholm operator of index 0 and $N: Y \rightarrow Z$ is L-compact on $\bar{\Delta}$. Assume that the following conditions are satisfied:
(i) If $x \in \mathcal{D}(L) \cap \partial \Omega$, then $L x \neq \lambda N x$, for every $\lambda \in(0,1)$;
(ii) If $x \in \mathcal{N}(L) \cap \partial \Delta$, then $Q N x \neq 0$;
(iii) $\operatorname{deg}(J Q N, \Delta \cap \mathcal{N}(L), 0) \neq 0$, where $J: \mathcal{R}(Q) \longrightarrow \mathcal{N}(L)$.

Then, the equation

$$
L x=N x
$$

has at least one solution $x \in \bar{\Delta} \cap \mathcal{D}(L)$.

## Chapter 2

## Generalized ODEs

In this chapter, we recall a few basic properties of the Kurzweil integration theory. For more details, see [31, 22]. Throughout this chapter, $T \in(0, \infty)$ is fixed and $\|$.$\| stands$ for the usual norm in $\mathbb{R}^{n}$.

### 2.1 Generalized ODEs

By a tagged partition of a compact interval $[0, T] \subset \mathbb{R}$, we mean a finite collection of point-interval-pairs $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{i=j}^{n}$, where $0=t_{0} \leq t_{1} \leq \cdots \leq t_{n}=T$ and $\tau_{j} \in\left[t_{j-1}, t_{j}\right]$, for $j=1, \ldots, n$. Given a function $\delta:[0, T] \rightarrow(0, \infty)$, we say that the tagged partition $\left(\tau_{i},\left[t_{j-1}, t_{j}\right]\right)_{i=1}^{n}$ is $\delta$-fine, if

$$
\left[t_{j-1}, t_{j}\right] \subset\left(\tau_{j}-\delta\left(\tau_{j}\right), \tau_{j}+\delta\left(\tau_{j}\right)\right), \text { for every } j=1, \ldots, n
$$

Definition 2.1.1. A function $U:[0, T] \times[0, T] \rightarrow \mathbb{R}^{n}$ is called Kurzweil integrable in $[0, T]$, if there is an $I \in \mathbb{R}^{n}$ such that for a given $\varepsilon>0$, there is a $\delta:[0, T] \rightarrow(0, \infty)$ such that for every $\delta$-fine tagged partition $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{j=1}^{n}$ of $[0, T]$, we have

$$
\left\|\sum_{j=1}^{n}\left[U\left(\tau_{j}, t_{j}\right)-U\left(\tau_{j}, t_{j-1}\right)\right]-I\right\| \leq \varepsilon
$$

In such a case, we write $I=\int_{0}^{T} D U(\tau, t)$.

Remark 2.1.2. If the integral $\int_{a}^{b} D U(\tau, t)$ exists, then we define

$$
\int_{b}^{a} D U(\tau, t)=-\int_{a}^{b} D U(\tau, t), \text { if } a<b
$$

and

$$
\int_{a}^{b} D U(\tau, t)=0, \text { if } a=b
$$

where $a, b \in[0, T]$.
Definition 2.1.3. Consider an open set $B \subset \mathbb{R}^{n}$ and a function $F: B \times[0, T] \rightarrow \mathbb{R}^{n}$. The function $x:[0, T] \rightarrow \mathbb{R}^{n}$ is called a solution of the generalized ordinary differential equation (we write generalized ODE for short)

$$
\begin{equation*}
\frac{d x}{d \tau}=D F(x, t) \tag{2.1.1}
\end{equation*}
$$

whenever $x(s) \in B$, for every $s \in[0, T]$ and

$$
\begin{equation*}
x(s)-x(0)=\int_{0}^{s} D F(x(\tau), t), \quad \text { for all } s \in[0, T] \tag{2.1.2}
\end{equation*}
$$

Definition 2.1.4. Let $B \subset \mathbb{R}^{n}$ be open and $\Omega=B \times[0, T]$. Assume that $h:[0, T] \rightarrow \mathbb{R}$ is a nondecreasing left continuous function and $\omega:[0,+\infty) \rightarrow \mathbb{R}$ is an increasing and continuous function such that $\omega(0)=0$. We say that a function $F: \Omega \rightarrow \mathbb{R}^{n}$ belongs to the class $\mathcal{F}(\Omega, h, \omega)$, if it satisfies

$$
\begin{gather*}
\left\|F\left(z, t_{2}\right)-F\left(z, t_{1}\right)\right\| \leq\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right|  \tag{2.1.3}\\
\left\|F\left(z, t_{2}\right)-F\left(z, t_{1}\right)-F\left(y, t_{2}\right)+F\left(y, t_{1}\right)\right\| \leq \omega(\|z-y\|)\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right| \tag{2.1.4}
\end{gather*}
$$

for all $z, y \in B$ and $t_{1}, t_{2} \in[0, T]$.
A function $x:[0, T] \rightarrow \mathbb{R}^{n}$ is called regulated, if the lateral limits $x\left(t^{-}\right)=\lim _{\tau \rightarrow t^{-}} x(\tau)$ and $x\left(s^{+}\right)=\lim _{\tau \rightarrow s^{+}} x(\tau)$ exist, for all $t \in(0, T]$ and all $s \in[0, T)$. We denote by $G$ the space of regulated functions $x:[0, T] \rightarrow \mathbb{R}^{n}$, endowed with the usual supremum norm $\|x\|_{\infty}=\sup _{t \in[0, T]}\|x(t)\|$. The fact that $G$ is a Banach space is well-known (see [37]).

The following lemma combines two statements from 31 (see Lemma 3.9 and Corollary 3.15).

Lemma 2.1.5. Assume that $F: \Omega \rightarrow \mathbb{R}^{n}$ belongs to the class $\mathcal{F}(\Omega, h, \omega)$. If $x:[0, T] \rightarrow B$ is a regulated function, then the integral $\int_{0}^{T} D F(x(\tau), t)$ exists and

$$
\left\|\int_{0}^{T} D F(x(\tau), t)\right\| \leq h(T)-h(0)
$$

Moreover, the function $s \longmapsto \int_{0}^{s} D F(x(\tau), t)$ is of bounded variation in $[0, T]$ and hence, it is also regulated.

We also need the following lemma, which can be found in [31], (see Lemma 3.12).

Lemma 2.1.6. Assume that $F: \Omega \rightarrow \mathbb{R}^{n}$ belongs to the class $\mathcal{F}(\Omega, h, \omega)$. Then, every solution $x$ of

$$
\frac{d x}{d \tau}=D F(x, t)
$$

is regulated on $[0, T]$.
The next estimate follows directly from the definition of the Kurzweil integral and it can be found in [36].

Lemma 2.1.7. Let $U:[0, T]^{2} \rightarrow \mathbb{R}^{n}$ be Kurzweil integrable. Assume there exist functions $f:[0, T] \rightarrow \mathbb{R}$ and $g:[0, T] \rightarrow \mathbb{R}$ such that $f$ is regulated, $g$ is nondecreasing, and

$$
\|U(\tau, t)-U(\tau, s)\| \leq f(\tau)|g(s)-g(t)| \quad \text { for all } t, s, \tau \in[0, T]
$$

Then

$$
\left\|\int_{0}^{T} D U(x(\tau), t)\right\| \leq \int_{0}^{T} f(\tau) d g(\tau)
$$

Remark 2.1.8. Note that, for $F: \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}^{n}$ and a constant $a \in \mathbb{R}^{n}$, $\sum_{j=1}^{|d|}\left[F\left(a, t_{j}\right)-F\left(a, t_{j-1}\right)\right]=F(a, T)-F(a, 0)$, for any tagged division $d=\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{j=1}^{n}$ of $[0, T]$, we have

$$
\begin{equation*}
\int_{0}^{T} D F(a, t)=F(a, T)-F(a, 0) \tag{2.1.5}
\end{equation*}
$$

As the last result of this quick overview of the basis of the GODEs theory, we recall an important property of the class $F \in \mathcal{F}\left(\Omega, h_{R}, \omega_{R}\right)$ which will be useful in the next section. A proof of it can be found in [26, Lemma 5].

Lemma 2.1.9. Let $B \subset \mathbb{R}^{n}$ be open and assume that $F: B \times[0, T] \rightarrow \mathbb{R}^{n}$ belongs to the class $F \in \mathcal{F}(\Omega, h, \omega)$. If $x, y:[0, T] \rightarrow B$ are regulated functions, then

$$
\left\|\int_{0}^{T} D[F(x(\tau), t)-F(y(\tau), t)]\right\| \leq \int_{0}^{T} \omega(\|x(t)-y(t)\|) d h(t)
$$

The next proposition presents a characterization of relatively compact subsets of the space $G$ of regulated functions from $[0, T]$ to $\mathbb{R}^{n}$. For the proof of such fact, we refer to [37, Corollary 4.3.8].

Proposition 2.1.10. Let $\mathcal{A} \subset G$. Assume that the set $\{x(0), x \in \mathcal{A}\}$ is bounded and there exists a nondecreasing function $h:[0, T] \rightarrow \mathbb{R}^{n}$ such that

$$
\|x(t)-x(s)\| \leq|h(t)-h(s)|, \text { for every } t, s \in[0, T] \text { and } x \in \mathcal{A}
$$

Then $\mathcal{A}$ is relatively compact in $G$.
The next result is taken from [31] and it is an analogous result to Gronwall's inequality for the Kurzweil Stieltjes integral.

Theorem 2.1.11. Let $k:[0, T] \rightarrow[0, \infty)$ be a nondecreasing left-continuous function, $K>0, \gamma \geq 0$. Suppose that $\psi:[0, T] \longrightarrow[0, \infty)$ is bounded and satisfies

$$
\psi(\xi) \leq K+\gamma \int_{0}^{\xi} \psi(\tau) d k(\tau), \quad \text { for every } \xi \in[0, T]
$$

Then $\psi(\xi) \leq K \exp [\gamma(k(\xi)-k(0))]$, for every $\xi \in[0, T]$.
The following result is a Substitution Theorem for the Kurzweil integral. It can be found in [31, Theorem 1.18].
Lemma 2.1.12. Assume that $\phi:[c, d] \rightarrow \mathbb{R}$ is a continuous strictly monotone function on $[c, d]$. Let $U:[\phi(c), \phi(d)] \times[\phi(c), \phi(d)] \rightarrow \mathbb{R}^{n}$ be given. If one of the integrals

$$
\int_{\phi(c)}^{\phi(d)} D U(\tau, t), \quad \int_{c}^{d} D U(\phi(\tau), \phi(t))
$$

exists, then the other also exists and we have

$$
\int_{\phi(c)}^{\phi(d)} D U(\tau, t)=\int_{c}^{d} D U(\phi(\tau), \phi(t)) .
$$

The next result can be found in [15, Corollary 3.14], for the case $\Omega=X \times\left[t_{0},+\infty\right)$, where $X$ is a Banach space. Here, we state the case when $X=\mathbb{R}^{n}$.

Theorem 2.1.13. Let $\Omega=\mathbb{R}^{n} \times\left[t_{0},+\infty\right)$ and $F \in \mathcal{F}(\Omega, h)$, where the function $h$ is nondecreasing and left-continuous. Then for every $\left(x_{0}, s_{0}\right) \in \Omega$, there exists a unique maximal solution of (2.1.1), defined in $\left[s_{0},+\infty\right)$, with $x\left(s_{0}\right)=x_{0}$.

### 2.2 Linear generalized ODEs

In this section, our goal is to present the basic concepts and properties of linear generalized ODEs. For more details, see [31.

Definition 2.2.1. Assume that functions $A:[0, T] \longrightarrow \mathcal{L}\left(\mathbb{R}^{n}\right)$ and $x:[0, T] \longrightarrow \mathbb{R}^{n}$ are given. We say that the Perron-Stieltjes integral $\int_{0}^{T} d[A(s)] x(s)$ exists if there is an element $J \in \mathbb{R}^{n}$ such that, for every $\varepsilon>0$, there is a gauge $\delta$ on $[0, T]$ satisfying

$$
\left\|\sum_{j=1}^{n}\left[A\left(t_{j}\right)-A\left(t_{j-1}\right)\right] x\left(\tau_{j}\right)-J\right\|<\varepsilon
$$

for every $\delta$-fine tagged partition $\left(\tau_{j},\left[t_{j-1}, t_{j}\right]\right)_{j=1}^{n}$ of $[0, T]$. We write $J=\int_{0}^{T} d[A(s)] x(s)$.
Remark 2.2.2. For the case $a \in[0, T]$, it is convenient to set $\int_{a}^{a} d[A(s)] x(s)=0$ and, $\int_{0}^{T} d[A(s)] x(s)=-\int_{T}^{0} d[A(s)] x(s)$.

Definition 2.2.3. The function $x:[0, T] \rightarrow \mathbb{R}^{n}$ is called a solution of the generalized linear ordinary differential equation

$$
\begin{equation*}
\frac{d x}{d \tau}=D[A(t) x] \tag{2.2.1}
\end{equation*}
$$

if it satisfies

$$
x\left(t_{2}\right)=x\left(t_{1}\right)+\int_{t_{1}}^{t_{2}}[A(s)] x(s)
$$

for every $t_{1}, t_{2} \in[0, T]$.
An operator $A:[0, T] \longrightarrow \mathcal{L}\left(\mathbb{R}^{n}\right)$ is of bounded variation if it satisfies

$$
\underset{[0, T]}{\operatorname{var}}(A)=\sup \left\{\sum_{j=1}^{n}\left\|A\left(t_{j}\right)-A\left(t_{j-1}\right)\right\|_{\mathcal{L}\left(\mathbb{R}^{n}\right)}\right\}<\infty
$$

where the supremum is taken over all partitions $0=t_{0}<t_{1}<\ldots .<t_{n}=T$ of $[0, T]$. The set of all the bounded variation operators is denoted by $B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. The following results are taken from 32].

Proposition 2.2.4. Assume that $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. Let $x:[0, T] \longrightarrow \mathbb{R}^{n}$ be a regulated function. Then the integral $\int_{0}^{T} d[A(s)] x(s)$ exists and satisfies

$$
\left\|\int_{0}^{T} d[A(s)] x(s)\right\| \leqslant \underset{[0, T]}{\operatorname{var}}(A) \sup _{s \in[0, T]}\|x(s)\| .
$$

Proposition 2.2.5. Assume that $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. Let $x_{i}:[0, T] \longrightarrow \mathbb{R}^{n}$ be regulated functions, for every $i=\{1,2\}$. Then, for every $c_{1}, c_{2} \in \mathbb{R}$ the integral $\int_{0}^{T} d[A(s)]\left(c_{1} x_{1}(s)+c_{2} x_{2}(s)\right)$ exists and

$$
\int_{0}^{T} d[A(s)]\left(c_{1} x_{1}(s)+c_{2} x_{2}(s)\right)=c_{1} \int_{0}^{T} d[A(s)] x_{1}(s)+c_{2} \int_{0}^{T} d[A(s)] x_{2}(s)
$$

The next result is taken from [32] and it ensures that the uniform convergence theorem holds for Perron-Stieltjes integrals.

Theorem 2.2.6. Assume that $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. Let $x, x_{n}:[0, T] \longrightarrow \mathbb{R}^{n}$ be regulated functions. Suppose that the sequence $x_{n}$ converges on $[0, T]$ uniformly to $x$, that
$i s$,

$$
\lim _{n \rightarrow \infty}\left\|x_{n}(s)-x(s)\right\|=0
$$

uniformly on $[0, T]$, then the integral $\int_{0}^{T} d[A(s)] x(s)$ exists and

$$
\int_{0}^{T} d[A(s)] x(s)=\lim _{n \rightarrow \infty} \int_{0}^{T} d[A(s)] x_{n}(s)
$$

## Chapter 3

## Periodic solutions of nonautonomous Generalized ODEs

In this chapter, our goal is to introduce the concept of periodic solutions for generalized ODEs and to establish an existence result. The results presented in this chapter are contained in [14] and a more general existence theorem on $(\theta, T)$-periodic solutions for generalized ODEs, inspired by [14], is presented in [10], where $T>0$ and $\theta \in \mathbb{R}$.

### 3.1 Introduction

We now are interested in proving a result which ensures the existence of at least one $T$-periodic solution of a generalized ODE of the type

$$
\begin{equation*}
\frac{d x}{d \tau}=D F(x, t) \tag{3.1.1}
\end{equation*}
$$

where $F: B_{R} \times[0, T] \rightarrow \mathbb{R}^{n}$ and $B_{R} \subset \mathbb{R}^{n}$ denotes the open ball with center in 0 and radius $R>0$. To do it, we will use the Leray-Schauder degree theory.

In this chapter, we assume:
(A1) $F: B_{R} \times[0, T] \rightarrow \mathbb{R}^{n}$ satisifies Definition 2.1.4, that is, $F \in \mathcal{F}\left(B_{R} \times[0, T], h_{R}, \omega_{R}\right)$, for all $R>0$.

Definition 3.1.1. Let $T>0$ be fixed. We say that a function $x:[0, T] \rightarrow \mathbb{R}^{n}$ is a $T$-periodic solution of the generalized ODE

$$
\begin{equation*}
\frac{d x}{d \tau}=D F(x, t) \tag{3.1.2}
\end{equation*}
$$

if it is a solution of (3.1.2) and, moreover, $x(0)=x(T)$.

Recall that $G$ denotes the space of all regulated funtions $x:[0, T] \rightarrow \mathbb{R}^{n}$ endowed with the supremum norm $\|\cdot\|_{\infty}$.

In what follows, let the operator

$$
\mathcal{M}: G \longrightarrow G
$$

$$
(\lambda, x) \longmapsto \mathcal{M}(\lambda, x),
$$

be defined, for each $s \in[0, T]$, by

$$
\begin{equation*}
\mathcal{M}(\lambda, x)(s)=x(0)+\int_{0}^{T} D F(x(\tau), t)+\int_{0}^{s} D F(x(\tau), t) \tag{3.1.3}
\end{equation*}
$$

By Lemma 2.1.5, it is clear that the operator $\mathcal{M}$ is well-defined.
The next theorem describes a one-to-one correspondence between $T$-periodic solutions of (3.1.2) and the fixed points of the operator $\mathcal{M}$, given by (3.1.3).

Theorem 3.1.2. Assume that (A1) are valid. A function $x:[0, T] \rightarrow \mathbb{R}^{n}$ is a T-periodic solution of (3.1.2), if and only if, $x$ is a fixed point of operator $\mathcal{M}: G \rightarrow G$, given by (3.1.3).

Proof. Suppose $x$ is a $T$-periodic solution of (3.1.2). Therefore $x$ is regulated (by Lemma 2.1.6) and for every $s \in[0, T]$,

$$
x(s)=x(0)+\int_{0}^{s} D F(x(\tau), t) .
$$

In particular,

$$
x(T)=x(0)+\int_{0}^{T} D F(x(\tau), t)
$$

Since $x$ is a $T$-periodic solution of equation (3.1.2), we have $x(T)=x(0)$, and hence, $\int_{0}^{T} D F(x(\tau), t)=0$. Thus, for every $s \in[0, T]$,

$$
\begin{equation*}
x(s)=x(0)+\int_{0}^{T} D F(x(\tau), t)+\int_{0}^{s} D F(x(\tau), t) \tag{3.1.4}
\end{equation*}
$$

which implies

$$
\mathcal{M}(x)(s)=x(s), \quad s \in[0, T] .
$$

Conversely, let $x \in G$ such that

$$
\begin{equation*}
x(s)=x(0)+\int_{0}^{T} D F(x(\tau), t)+\int_{0}^{s} D F(x(\tau), t) \tag{3.1.5}
\end{equation*}
$$

for every $s \in[0, T]$. Taking $s=0$ in (3.1.5), we obtain

$$
\begin{equation*}
\int_{0}^{T} D F(x(\tau), t)=0 \tag{3.1.6}
\end{equation*}
$$

Taking $s=T$ in (3.1.5 and using (3.1.6), we have $x(T)=x(0)$.
Inserting (3.1.6) in (3.1.5), we obtain,

$$
x(s)-x(0)=\int_{0}^{s} D F(x(\tau), t)
$$

for every $s \in[0, T]$, which implies that $x$ is a $T$-periodic solution of (3.1.2).

In order to use the Leray-Schauder degree, we need to prove that the operator $\mathcal{M}$, given by (3.1.3), is compact on $G$, that is, $\mathcal{M}$ is continuous on $G$ and $\mathcal{M}$ takes bounded set of $G$ into relatively compact sets of $G$. The following propositions prove these statements.

Proposition 3.1.3. Assume that (A1) are satisfied. Then, the operator $\mathcal{M}: G \rightarrow G$ defined in (3.1.3) is continuous.

Proof. Let $x, y \in G$ such that $x(s), y(s) \in B_{R}$, for some $R>0$ and for all $s \in[0, T]$. Hence,

$$
\begin{align*}
&\|\mathcal{M}(\lambda, y)-\mathcal{M}(\lambda, x)\|_{\infty}=\sup _{s \in[0, T]}\|\mathcal{M}(\lambda, y)(s)-\mathcal{M}(\lambda, x)(s)\| \\
& \leq\|y(0)-x(0)\|+\left\|\int_{0}^{T}[D F(y(\tau), t)-D F(x(\tau), t)]\right\| \\
& \quad+\sup _{s \in[0, T]}\left\{\left\|\int_{0}^{s}[D F(y(\tau), t)-D F(x(\tau), t)]\right\|\right\} . \tag{3.1.7}
\end{align*}
$$

By Lemma 2.1.9,

$$
\begin{equation*}
\left\|\int_{0}^{s} D[F(y(\tau), t)-F(x(\tau), t)]\right\| \leq \int_{0}^{s} \omega_{R}(\|y(t)-x(t)\|) d h_{R}(t) \tag{3.1.8}
\end{equation*}
$$

for every $s \in[0, T]$. Then,

$$
\|\mathcal{M}(\lambda, y)-\mathcal{M}(\lambda, x)\|_{\infty} \leq\|y-x\|_{\infty}+2 \omega_{R}\left(\|y-x\|_{\infty}\right) \int_{0}^{T} d h_{R}(t)
$$

and the proof is complete.

The next result ensures that the operator $\mathcal{M}: B V \rightarrow B V$ defined in (3.1.3) maps bounded set of $G$ into relatively compact sets of $G$.

Proposition 3.1.4. Assume that (A1) are satisfied. Then, the set

$$
\mathcal{A}=\{\mathcal{M}(\lambda, x), x \in M\}
$$

is relatively compact in $G$ for every $M \subset G$ bounded set.
Proof. We have

$$
\|\mathcal{M}(\lambda, x)(0)\|=\left\|x(0)+\int_{0}^{T} D F(x(\tau), t)\right\|
$$

for every $x \in M$.
By Lemma 2.1.5, we have

$$
\left\|\mathcal{M}(\lambda, x)\left(s^{\prime}\right)-\mathcal{M}(\lambda, x)(s)\right\|=\left\|\int_{s}^{s^{\prime}} D F(\lambda, x(\tau), t)\right\| \leq\left|h_{R}\left(s^{\prime}\right)-h_{R}(s)\right|
$$

for every $s, s^{\prime} \in[0, T]$ and every $x \in M$. The proof follows by Proposition 2.1.10.

### 3.2 An existence result

Keeping the notations and terminology of the previous section, the next result ensures that the generalized ODE (3.1.1) has at least one $T$-periodic solution $x \in \Delta \subset G$ open and bounded.

Theorem 3.2.1. Assume that (A1) are valid. Suppose there exists an open and bounded subset $\Delta \subset G$ such that the following statements are valid:
(i) For every $\lambda \in(0,1]$, the equation

$$
\begin{equation*}
\frac{d x}{d \tau}=\lambda D F(x, t) \tag{3.2.1}
\end{equation*}
$$

does not admit a T-periodic solution $x$ on $G$ such that $x \in \partial \Delta$.
(ii) The equation

$$
\psi(a):=F(a, T)-F(a, 0)=0
$$

does not admit a solution $a \in \partial \Delta \cap \mathbb{R}^{n}$ (where $\mathbb{R}^{n}$ is viewed as the set of constant functions in $G$ ).
(iii) $\operatorname{deg}\left(\psi, \Delta \cap \mathbb{R}^{n}, 0\right) \neq 0$.

Then the generalized $O D E$ (3.1.1) has at least one T-periodic solution $x \in \Delta$.

Proof. Let us define the operator $\mathcal{H}: \bar{\Delta} \times[0,1] \rightarrow G$ by

$$
\begin{equation*}
\mathcal{H}(x, \lambda)(s)=x(0)+\int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F(x(\tau), t) \tag{3.2.2}
\end{equation*}
$$

for every $\lambda \in[0,1]$ and $s \in[0, T]$. Take first $\lambda=1$. By Theorem 3.1.2, the fixed points of the operator $\mathcal{H}$ are the $T$-periodic solutions of (3.1.1). Thus, by hypothesis (i), $\mathcal{H}(x, 1) \neq x$ for every $x \in \partial \Delta$.

For $\lambda \in(0,1)$, if $x$ is a fixed point of the operator $\mathcal{H}$, then

$$
\begin{equation*}
x(s)=x(0)+\int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F(x(\tau), t) \tag{3.2.3}
\end{equation*}
$$

Taking $s=0$ in (3.2.3), we obtain

$$
\begin{equation*}
\int_{0}^{T} D F(x(\tau), t)=0 \tag{3.2.4}
\end{equation*}
$$

and taking $s=T$ in (3.2.3) and using (3.2.4), we obtain $x(T)=x(0)$.
On the other hand, by (3.2.4), we have

$$
x(T)=x(0)+\lambda \int_{0}^{T} D F(x(\tau), t)
$$

Therefore $x$ is a $T$-periodic solution of (3.2.1). Hence, for every $\lambda \in(0,1)$, the fixed points of $\mathcal{H}(\cdot, \lambda)$ are $T$-periodic solutions of (3.2.1). Thus, by hypothesis (i), $\mathcal{H}(x, \lambda) \neq x$ for $\lambda \in(0,1)$, and $x \in \partial \Delta$.

Now, consider the case $\lambda=0$. If $x$ is a fixed point of $\mathcal{H}$, then

$$
\begin{equation*}
x(s)=x(0)+\int_{0}^{T} D F(x(\tau), t), \quad s \in[0, T], \tag{3.2.5}
\end{equation*}
$$

which implies that $x$ is constant, that is, $x(s)=a$ in $[0, T]$. Thus, from (3.2.5), we obtain

$$
\int_{0}^{T} D F(a, t)=0
$$

which, by 2.1.5) is equivalent to $F(a, T)-F(a, 0)=0$.
By hypothesis (ii), it is clear that $\mathcal{H}(x, 0) \neq x$ for every $x \in \partial \Delta$.
Then, combining all the cases above, we conclude that

$$
\mathcal{H}(u, \lambda) \neq u, \quad \text { for every pair }(u, \lambda) \in \partial \Delta \times[0,1]
$$

and hence, we have

$$
0 \notin I-\mathcal{H}(\cdot, \lambda)(\partial \Delta), \lambda \in[0,1] .
$$

By Propositions 3.1.3 and 3.1.4, it is easy to conclude that the operator $\mathcal{H}$ is a homotopy of compact transformations on $\bar{\Delta}$. Therefore, by Theorem 1.2.5, we conclude

$$
\operatorname{deg}_{L S}[I-\mathcal{H}(\cdot, 1), \Delta, 0]=\operatorname{deg}_{L S}[I-\mathcal{H}(\cdot, 0), \Delta, 0] .
$$

Then, clearly, $\mathcal{H}(x,\{0\}) \subset \mathbb{R}^{n}$, for every $x \in \partial \Delta$ and using Definition 1.2.1 and Corollary 1.1.4, we have

$$
\begin{align*}
\operatorname{deg}_{L S}[I-\mathcal{H}(\cdot, 0), \Delta, 0] & =\operatorname{deg}\left(\left(I-\left.\mathcal{H}(\cdot, 0)\right|_{\mathbb{R}^{n}}, \Delta \cap \mathbb{R}^{n}, 0\right)\right. \\
& =\operatorname{deg}\left[-\psi, \Delta \cap \mathbb{R}^{n}, 0\right] \\
& =(-1)^{n} \operatorname{deg}\left[\psi, \Delta \cap \mathbb{R}^{n}, 0\right] \neq 0 . \tag{3.2.6}
\end{align*}
$$

The fact that the last degree in equation (3.2.6) is different of zero follows from hypothesis (iii). Thus, $d_{L S}[I-\mathcal{H}(\cdot, 1), \Delta] \neq 0$. By (ii) of Definition 1.2.3, there exists $x \in \Delta$ such that $\mathcal{H}(x, 1)=x$ and, hence, $x \in \Delta$ is a fixed point of $\mathcal{H}(\cdot, 1)$ and, consequently, by Theorem 3.1.2, $x$ is a $T$-periodic solution of (3.1.1).

### 3.3 Applications to Impulsive Differential Equations

In this section, our goal is to apply the results from the previous sections to impulsive differential equations (we write IDEs for short). In order to do this, use the correspondence between the solutions of IDEs and the solutions of generalized ODEs. Such correspondences can be found in [31, Chapter 5.

Consider the following impulsive differential equation

$$
\begin{equation*}
x^{\prime}(t)=f(x(t), t), \quad t \neq t_{i}, \Delta x\left(t_{i}\right):=I_{i}\left(x\left(t_{i}\right)\right), \quad i=1, \ldots, m \tag{3.3.1}
\end{equation*}
$$

where $0<t_{1}<\ldots<t_{m} \leq T$ are pre-assigned moments of impulse and the functions $I_{i}: B_{R} \rightarrow \mathbb{R}^{n}$ are continuous, for $i=1, \ldots, m$ and

$$
\Delta x\left(t_{i}\right):=x\left(t_{i}+\right)-x\left(t_{i}-\right)=x\left(t_{i}+\right)-x\left(t_{i}\right)
$$

that is, we assume that $x$ is left continuous at $t=t_{i}$ and the lateral limit $x\left(t_{i}+\right)$ exists, for $i=1, \ldots, m$.

The impulsive system (3.3.1) is equivalent to the integral equation

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{t} f(x(s), s) d s+\sum_{0<t_{i} \leq t} I_{i}\left(x\left(t_{i}\right)\right), \quad t \in[0, T] \tag{3.3.2}
\end{equation*}
$$

where the integral exists in the Lebesgue sense.
For $d \in[0, T)$, we define the left continuous Heaviside funtion as follows:

$$
H_{d}(t)=\left\{\begin{array}{cc}
0, & t \leq d \\
1, & t>d
\end{array}\right.
$$

Then,

$$
\begin{equation*}
\sum_{0<t_{i} \leq t} I_{i}\left(x\left(t_{i}\right)\right)=\sum_{i=1}^{m} I_{i}\left(x\left(t_{i}\right)\right) H_{t_{i}}(t), \quad t \in[0, T] . \tag{3.3.3}
\end{equation*}
$$

Therefore, equation (3.3.2) is equivalent to

$$
x(t)=x(0)+\int_{0}^{t} f(x(s), s) d s+\sum_{i=1}^{m} I_{i}\left(x\left(t_{i}\right)\right) H_{t_{i}}(t), \quad t \in[0, T] .
$$

Now, we denote by $L^{1}\left([0, T], \mathbb{R}^{n}\right)$ the space of all Lebesgue integral functions $x$ : $[0, T] \rightarrow \mathbb{R}^{n}$ with finite integral. Let $f: B_{R} \times[0, T] \rightarrow \mathbb{R}^{n}$ be a function such that the following conditions are satisfied:
(A2) for any $z \in B_{R}, f(z, \cdot) \in L^{1}\left([0, T], \mathbb{R}^{n}\right)$
(A3) there exists $M_{1} \in L^{1}([0, T], \mathbb{R})$ such that

$$
\left\|\int_{t_{1}}^{t_{2}} f(z, s) d s\right\| \leq \int_{t_{1}}^{t_{2}} M_{1}(s) d s
$$

for all $t_{1}, t_{2} \in[0, T]$ and all $z \in B_{R}$.
(A4) there exists $N_{1} \in L^{1}([0, T], \mathbb{R})$ such that

$$
\left\|\int_{t_{1}}^{t_{2}}[f(z, s)-f(y, s)] d s\right\| \leq\|z-y\| \int_{t_{1}}^{t_{2}} N_{1}(s) d s
$$

for all $t_{1}, t_{2} \in[0, T]$ and all $z, y \in B_{R}$.
In what follows, we also assume the following hypotheses:
(A5) There exists $K_{1}>0$ such that $\left\|I_{i}(z)\right\| \leq K_{1}$ for all $z \in B_{R}$ and $i=1, \ldots, m$.
(A6) There exists $K_{2}>0$ such that $\left\|I_{i}(z)-I_{i}(y)\right\| \leq K_{2}\|z-y\|$ for all $z, y \in B_{R}$ and $i=1, \ldots, m$.

For each pair $(z, t)$ in $B_{R} \times[0, T]$, we define

$$
\begin{equation*}
F(z, t):=\int_{0}^{t} f(z, s) d s+\sum_{i=1}^{m} I_{i}(z) H_{t_{i}}(t) \tag{3.3.4}
\end{equation*}
$$

Then, defining $h:[0, T] \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
h(t):=\int_{0}^{t}\left[M_{1}(s)+N_{1}(s)\right] d s+\max \left\{K_{1}, K_{2}\right\} \sum_{i=1}^{m} H_{t_{i}}(t), \quad t \in[0, T] . \tag{3.3.5}
\end{equation*}
$$

Note that $h$ is a nondecreasing and left continuous function. As the calculations in [31, Chapter 5], one can conclude that:
(a) $h$ is nondecreasing and left continuous
(b) $F \in \mathcal{F}\left(B_{R} \times[0, T], h\right)$
(c) $\int_{0}^{t} D F(x(\tau), s)=\int_{0}^{t} f(x(s), s) d s+\sum_{0<t_{i} \leq t} I_{i}\left(x\left(t_{i}\right)\right), \quad t \in[0, T]$.

Under all conditions above, $x:[0, T] \rightarrow \mathbb{R}^{n}$ is a solution of the impulsive differential equation (3.3.1) if and only if it is a solution of the generalized ODE (3.1.1), where $F$ is given by (3.3.4) (for more details, see Theorem 5.20 in [31]).

The next result states that Theorem 3.2.1 of the previous section is satisfied for IDEs.
Theorem 3.3.1. Suppose that $(A 2)-(A 6)$ are satisfied. Assume there exists an open bounded set $\Delta \subset G$ such that the following conditions hold:

1. For any $\lambda \in(0,1]$, the impulsive equation

$$
\begin{equation*}
x^{\prime}(t)=\lambda f(x(t), t), t \neq t_{i}, \quad \Delta x\left(t_{i}\right)=\lambda I_{i}\left(x\left(t_{i}\right)\right) \quad(i=1, \ldots, m) \tag{3.3.6}
\end{equation*}
$$

has no T-periodic solution $x \in G \cap \partial \Delta$.
2. The equation

$$
\begin{equation*}
\phi(a):=\int_{0}^{T} f(a, s) d s+\sum_{0<t_{i} \leq T} I_{i}(a)=0 \tag{3.3.7}
\end{equation*}
$$

has no solution on $\partial \Delta \cap \mathbb{R}^{n}$.
3. $\operatorname{deg}\left[\phi, \Delta \cap \mathbb{R}^{n}, 0\right]$ is different from zero.

Then the IDE (3.3.1) has at least one T-periodic solution in $\Delta$.

## Chapter 4

## Bifurcation theory for Generalized ODEs

In this chapter we will introduce the concept of a bifurcation point with respect to an arbitrary solution of the generalized ODE

$$
\begin{equation*}
\frac{d x}{d \tau}=D F(\lambda, x, t) \tag{4.0.1}
\end{equation*}
$$

where $F: \Lambda_{0} \times B \times[0, T] \rightarrow \mathbb{R}^{n}$, and $\Lambda_{0} \subset \mathbb{R}, B \subset \mathbb{R}^{n}$ are open sets. We will prove an existence result. We borrow some ideas from [14]. All the results present in this chapter are new and are contained in [11].

### 4.1 Existence of a bifurcation point

Throughout this chapter $B \subset \mathbb{R}^{n}$ and $\Lambda_{0} \subset \mathbb{R}$ are open sets. Recall that $G$ denotes the space of all regulated funtions $x:[0, T] \rightarrow \mathbb{R}^{n}$ endowed with the supremum norm $\|\cdot\|_{\infty}$.

Consider the following assumptions:
(B1) For each $\lambda \in \Lambda_{0}$, the function $F(\lambda, \cdot, \cdot)$ satisfies Definition 2.1.4, that is, $F(\lambda, \cdot, \cdot) \in$ $\mathcal{F}(B \times[0, T], h, \omega)$, for each $\lambda \in \Lambda_{0}$.
(B2) $x_{0} \in G$ is a solution to (4.0.1), for each $\lambda \in \Lambda_{0}$.

In order to define the concept of a bifurcation point with respect to the solution $x_{0}$ of generalized ODE 4.0.1), we need to reformulate equation 4.0.1. To do that, let us assume the following condition:
(B3) There is $\eta>0$ such that if $x \in G$ and $\left\|x-x_{0}\right\|_{\infty}<\eta$, then $x(t) \in B$ for all $t \in[0, T]$.

In what follows, we denote by $B\left(x_{0}, \eta\right) \subset G$ the open ball centered in $x_{0}$ with radius $\eta>0$. Now, under the assumptions $(B 1)-(B 3)$, we can define the operator

$$
\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \longrightarrow G
$$

such that, for each $s \in[0, T]$,

$$
\begin{equation*}
\Phi(\lambda, x)(s)=x(0)+\int_{0}^{s} D F(\lambda, x(\tau), t) \text { for all } \lambda \in \Lambda_{0}, x \in B\left(x_{0}, \eta\right) \tag{4.1.1}
\end{equation*}
$$

By virtue of Lemmas 2.1.5 and 2.1.6, it is easy to see that for any $\lambda \in \Lambda_{0}, \Phi(\lambda, \cdot)$ maps $B\left(x_{0}, \eta\right)$ into $G$ and equation (4.0.1) is equivalent to finding a fixed point of $\Phi(\lambda, \cdot)$, for a given $\lambda \in \Lambda_{0}$.

Now, we are able to introduce the definition of a bifurcation point with respect to the solution $x_{0}$ of equation $\Phi(\lambda, x)=x$, where $\Phi$ is given by 4.1.1).

Definition 4.1.1. The couple $\left(\lambda_{0}, x_{0}\right) \in \Lambda_{0} \times B\left(x_{0}, \eta\right)$ is said to be a bifurcation point of the equation $\Phi(\lambda, x)=x$, if every neighborhood of $\left(\lambda_{0}, x_{0}\right)$ in $\Lambda_{0} \times B\left(x_{0}, \eta\right)$ contains a solution $(\lambda, x)$ of the equation $\Phi(\lambda, x)=x$ such that $x \neq x_{0}$.

Our intent is to find conditions ensuring the existence of a bifurcation point with respect to $x_{0} \in G$ of the equation $\Phi(\lambda, x)=x$, where $\Phi$ is given by 4.1.1). In order to do this, we will use the Leray-Schauder degree theory presented in Chapter 1.

At first, we will prove that $\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow G$ given by 4.1.1 is compact in $\Lambda_{0} \times B\left(x_{0}, \eta\right)$, meaning that $\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow G$ is continuous with respect to the pair $(\lambda, x)$ and $\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow G$ takes bounded sets of $\Lambda_{0} \times B\left(x_{0}, \eta\right)$ into relatively compact sets of $G$.

In what follows, we need the continuity with respect to the pair $(\lambda, x)$ of the operator $\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow G$, given by 4.1.1. Conditions ensuring this are provided by the next proposition.

Proposition 4.1.2. Assume that (B1) - (B3) are satisfied. Let $\Phi$ be given by 4.1.1). Moreover, assume that
(B4) There is a function $g:[0, T] \rightarrow \mathbb{R}$ nondecreasing and left continuous and such that for any $\varepsilon>0$ there is a $\delta>0$ such that

$$
\left\|F\left(\lambda_{1}, w, t\right)-F\left(\lambda_{2}, v, t\right)-F\left(\lambda_{1}, w, s\right)+F\left(\lambda_{2}, v, s\right)\right\|<\varepsilon|g(t)-g(s)|
$$

for all $w, v \in B, t, s \in[0, T]$ and $\lambda_{1}, \lambda_{2} \in \Lambda_{0}$ fulfilling $\left|\lambda_{1}-\lambda_{2}\right|+\|w-v\|<\delta$.
Then the operator $\Phi$ is continuous on $\Lambda_{0} \times B\left(x_{0}, \eta\right)$.

Proof. Let $\varepsilon>0$ be given and let $\delta \in(0, \varepsilon)$ be such that assertion (B4) is true. Then, using assumption (B4) and Lemma 2.1.7, we get

$$
\begin{aligned}
\left\|\Phi\left(\lambda_{1}, x\right)-\Phi\left(\lambda_{2}, y\right)\right\|_{\infty} \leq & \|x(0)-y(0)\|+\int_{0}^{T} \varepsilon d g \\
& <\varepsilon[1+g(T)-g(0)]
\end{aligned}
$$

for $x, y \in B\left(x_{0}, \eta\right)$ and $\lambda_{1}, \lambda_{2} \in \Lambda_{0}$ such that

$$
\left|\lambda_{1}-\lambda_{2}\right|+\|x-y\|_{\infty}<\delta
$$

wherefrom our statement follows.

In the next lines, we will prove that the operator $\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow G$ is compact in $\Lambda_{0} \times B\left(x_{0}, \eta\right)$.

Proposition 4.1.3. Assume that $(B 1)-(B 4)$ are satisfied and let the operator $\Phi$ be given by 4.1.1). Then $\Phi(\lambda, \cdot): B\left(x_{0}, \eta\right) \rightarrow G$ is compact for each $\lambda \in \Lambda_{0}$. Moreover $\Phi: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow G$ is compact, as well.

Proof. Using Lemma 2.1.5 and taking into account that the function $h$ in assumption (B1) does not depend on $\lambda \in \Lambda_{0}$, we get that the estimate

$$
\begin{equation*}
\left\|\Phi(\lambda, x)\left(s^{\prime}\right)-\Phi(\lambda, x)(s)\right\|=\left\|\int_{s}^{s^{\prime}} D F(\lambda, x(\tau), t)\right\| \leq\left|h\left(s^{\prime}\right)-h(s)\right| \tag{4.1.2}
\end{equation*}
$$

is true for every $s, s^{\prime} \in[0, T], x \in B\left(x_{0}, \eta\right)$ and every $\lambda \in \Lambda_{0}$. By Proposition 2.1.10 this means that the set $\left\{\Phi(\lambda, x) ; \lambda \in \Lambda_{0}, x \in M\right\}$ is relatively compact for every subset $M$ of $B\left(x_{0}, \eta\right)$ in $G$. Using this fact and Proposition 4.1.2, the proof is complete.

The next result follows the ideas of Theorem 26.5 from [2]. Here it is presented in the framework of generalized ODEs. However, while in [2] the author employs the Brower degree theory, here we employ the corresponding theory for infinite dimensional spaces which is the Leray-Schauder degree theory. In this manner, we obtain the desired results for generalized ODE whose solutions lie in the space of regulated functions $G$.

Theorem 4.1.4. Assume that $(B 1)-(B 4)$ are satisfied. Furthermore, let there be $\lambda_{0} \in \Lambda_{0}$ and $\gamma>0$ such that $\left[\lambda_{0}-\gamma, \lambda_{0}+\gamma\right] \subset \Lambda_{0}$ and the following statements are true
(B5) For every $\lambda \in\left[\lambda_{0}-\gamma, \lambda_{0}+\gamma\right] \backslash\left\{\lambda_{0}\right\}$ there are neighborhoods $J_{\lambda} \subset \Lambda_{0}$ of $\lambda$ in $\mathbb{R}$ and $U_{\lambda} \subset B\left(x_{0}, \eta\right)$ of $x_{0}$ in $G$ such that, if $\lambda \in J_{\lambda}$, then $x_{0}$ is the only solution of (4.0.1) in $U_{\lambda}$.

Finally, let the operator $\Phi$ is given by (4.1.1) and let

$$
\begin{equation*}
i_{0}\left(I-\Phi\left(\lambda_{0}-\gamma, \cdot\right), x_{0}\right) \neq i_{0}\left(I-\Phi\left(\lambda_{0}+\gamma, \cdot\right), x_{0}\right) \tag{4.1.3}
\end{equation*}
$$

Then $\left(\lambda_{0}, x_{0}\right)$ is a bifurcation point of equation (4.0.1).

Proof. Suppose that $\left(\lambda_{0}, x_{0}\right)$ is not a bifurcation point of 4.0.1). Then, obviously, $\left(\lambda_{0}, x_{0}\right)$ is not a bifurcation point of the equation $\Phi(\lambda, x)=x$, as well. Thus, combining this fact together with hypothesis (B5), we deduce that for each $\lambda \in \bar{J}=\left[\lambda_{0}-\gamma, \lambda_{0}+\gamma\right]$ there are a neighborhood $J_{\lambda} \subset \Lambda_{0}$ of $\lambda$ and a neighborhood $U_{\lambda} \subset B\left(x_{0}, \eta\right)$ of $x_{0}$ in $G$ such that

$$
\begin{equation*}
\Phi(\lambda, x) \neq x \quad \text { for every } \quad(\lambda, x) \in J_{\lambda} \times\left(\bar{U}_{\lambda} \backslash\left\{x_{0}\right\}\right) \tag{4.1.4}
\end{equation*}
$$

Since $\bar{J}$ is compact, we can find a finite number of points $\lambda_{i}$ in $\bar{J}$ such that $\bigcup_{i} J_{\lambda_{i}}=\bar{J}$. Set

$$
U=\bigcap_{j=1}^{m} U_{\lambda_{j}}
$$

Then $\Phi(\lambda, x) \neq x$ for all $(\lambda, x) \in \bar{J} \times\left(\bar{U} \backslash\left\{x_{0}\right\}\right)$, which implies that $x_{0}$ is an isolated fixed point of $\Phi(\lambda, \cdot)$ for each $\lambda \in \bar{J}$ and, in particular,

$$
\Phi(\lambda, x) \neq x \quad \text { for every pair }(\lambda, x) \in \bar{J} \times \partial U
$$

By Proposition 4.1.3, $\Phi$ is compact with respect to $(\lambda, x)$ in $\Lambda_{0} \times B\left(x_{0}, \eta\right)$. Consequently, by the homotopy property of the Leray-Schauder degree (see (iii) in Definition 1.2 .3 ) and Definition 1.2.6, we have

$$
\begin{aligned}
i_{0}\left(I-\Phi\left(\lambda_{0}-\gamma, \cdot\right), x_{0}\right) & =\operatorname{deg}_{L S}\left(I-\Phi\left(\lambda_{0}-\gamma, \cdot\right), U\right)=\operatorname{deg}_{L S}\left(I-\Phi\left(\lambda_{0}+\gamma, \cdot\right), U\right) \\
& =i_{0}\left(I-\Phi\left(\lambda_{0}+\gamma, \cdot\right), x_{0}\right)
\end{aligned}
$$

which contradicts assumption (4.1.3) and this completes the proof.

### 4.2 Applications to Measure Differential Equations

In this section, our goal is to apply the results from the previous sections to measure differential equations (we write MDEs for short). In order to do this, we will use the correspondence between the solutions of a measure differential equations and the solutions of a generalized ODE. Such result can be found in 31.

Keeping the notations from previous section, consider functions $f: B \times[0, T] \rightarrow \mathbb{R}^{n}$ and $u:[0, T] \rightarrow \mathbb{R}$. It is known from the literature (31, Chapter 5) that under some
assumptions, the MDE

$$
D x=f(x, t) D u
$$

where $D x$ and $D u$ are distributional derivatives of the functions $x$ and $u$ in the sense of distributions of L. Schwartz, is equivalent to the integral form

$$
x(t)=x(0)+\int_{0}^{t} f(x, s) d u(s), \quad t \in[0, T]
$$

and it can be regarded as a generalized ODE whose right-hand side is given by

$$
F(x, t)=\int_{0}^{t} f(x, s) d u(s)
$$

We are interested in applying our main results from the previous sections to MDEs whose integral form is

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{t} f(\lambda, x, s) d u(s), \quad t \in[0, T] \tag{4.2.1}
\end{equation*}
$$

where $u:[0, T] \rightarrow \mathbb{R}$ is a nondecreasing and left continuous function and instead of considering the function $f$ defined on $B \times[0, T]$, we consider $f$ defined on $\Lambda_{0} \times B \times[0, T]$.

Let $f: \Lambda_{0} \times B \times[0, T] \rightarrow \mathbb{R}^{n}$ be a function such that the following conditions are satisfied:
(B6) for every $z \in B$ and $\lambda \in \Lambda_{0}$, the integral $\int_{0}^{T} f(\lambda, z, s) d u(s)$ exists.
(B7) There exists a function $M_{1}:[0, T] \rightarrow \mathbb{R}$ such that $\int_{0}^{T} M_{1}(s) d s<\infty$ and, moreover,

$$
\left\|\int_{t_{1}}^{t_{2}} f(\lambda, z, s) d u(s)\right\| \leq \int_{t_{1}}^{t_{2}} M_{1}(s) d u(s)
$$

for all $\lambda \in \Lambda_{0}, t_{1}, t_{2} \in[0, T]$ and all $z \in B$.
(B8) There exists a function $L_{1}:[0, T] \rightarrow \mathbb{R}$ such that $\int_{0}^{T} L_{1}(s) d s<\infty$ and, moreover,

$$
\left\|\int_{t_{1}}^{t_{2}}[f(\lambda, z, s)-f(\lambda, w, s)] d u(s)\right\| \leq\|z-w\| \int_{t_{1}}^{t_{2}} L_{1}(s) d u(s)
$$

for all $\lambda \in \Lambda_{0}, t_{1}, t_{2} \in[0, T]$ and all $z, w \in B$.
For each $(\lambda, z, t) \in \Lambda_{0} \times B \times[0, T]$, we define

$$
\begin{equation*}
F(\lambda, z, t)=\int_{0}^{t} f(\lambda, z, s) d u(s) \tag{4.2.2}
\end{equation*}
$$

It is easy to check that $F: \Lambda_{0} \times B \times[0, T] \rightarrow \mathbb{R}^{n}$ satisfies Definition 2.1.4 Indeed, consider the function

$$
h(t)=\int_{0}^{t} M_{1}(s) d u(s)+\int_{0}^{t} L_{1}(s) d u(s), \quad t \in[0, T] .
$$

Then, for each $\lambda \in \Lambda_{0}$, we obtain $F(\lambda, \cdot, \cdot) \in \mathcal{F}(B \times[0, T], h)$. Moreover, according to Proposition 5.12 in [31], we have

$$
\int_{0}^{t} D F(\lambda, x(\tau), s)=\int_{0}^{t} f(\lambda, x(s), s) d u(s), \quad \text { for all } t \in[0, T] \text { and } x \in G
$$

Under the assumptions above, we also assume that
(B9) $x_{0} \in G$ is a solution of equation (4.2.1), for each $\lambda \in \Lambda_{0}$.

Let us assume hypothesis (B3). Now, we are able to define the operator

$$
\begin{equation*}
\phi(\lambda, x)(t)=x(0)+\int_{0}^{t} f(\lambda, x(s), s) d u(s) \tag{4.2.3}
\end{equation*}
$$

for every $\lambda \in \Lambda_{0}, x \in B\left(x_{0}, \eta\right)$ and $t \in[0, T]$.
The next result ensures, under some conditions, the existence of a bifurcation point of equation 4.2.1. This is equivalent to finding the existence of a bifurcation point of $\phi(\lambda, x)=x$, where the operator $\phi$ is given by 4.2.3).

Theorem 4.2.1. Assume that $(B 3),(B 6)-(B 9)$ are satisfied and $\phi$ is given by 4.2.3). Furthermore, let there be $\lambda_{0} \in \Lambda_{0}$ and $\gamma>0$ such that $\left[\lambda_{0}-\gamma, \lambda_{0}+\gamma\right] \subset \Lambda_{0}$ and the following statements hold
(i) For every $\lambda \in\left[\lambda_{0}-\gamma, \lambda_{0}+\gamma\right] \backslash\left\{\lambda_{0}\right\}$ there are neighborhoods $J_{\lambda} \subset \Lambda_{0}$ of $\lambda$ in $\mathbb{R}$ and $U_{\lambda} \subset B\left(x_{0}, \eta\right)$ of $x_{0}$ in $G$ such that, if $\lambda \in J_{\lambda}$, then $x_{0}$ is the only solution of 4.2.1) in $U_{\lambda}$.
(ii) For every $\varepsilon>0$ there is a $\delta>0$ such that

$$
\left\|\int_{s}^{t}\left[f\left(\lambda_{1}, w, r\right)-f\left(\lambda_{2}, v, r\right)\right] d u(r)\right\| \leq \varepsilon|u(t)-u(s)|
$$

for all $w, v \in B, t, s \in[0, T]$ and $\lambda_{1}, \lambda_{2} \in \Lambda_{0}$ fulfilling $\left|\lambda_{1}-\lambda_{2}\right|+\|w-v\|<\delta$.
Finally, let

$$
i_{0}\left(I-\phi\left(\lambda_{0}-\gamma, \cdot\right), 0\right) \neq i_{0}\left(I-\phi\left(\lambda_{0}+\gamma, \cdot\right), 0\right)
$$

Then $\left(\lambda_{0}, 0\right)$ is a bifurcation point of equation 4.2.1).

Proof. It is sufficient to prove that assumption (B4) of Proposition 4.1.2 is satisfied, for $F$ given by (4.2.2). By (ii), given $\varepsilon>0$, there is $\delta \in(0, \varepsilon)$ such that

$$
\begin{aligned}
& \left\|F\left(\lambda_{1}, w, t\right)-F\left(\lambda_{2}, v, t\right)-F\left(\lambda_{1}, w, s\right)+F\left(\lambda_{2}, v, s\right)\right\|= \\
= & \left\|\int_{s}^{t}\left[f\left(\lambda_{1}, w, r\right)-f\left(\lambda_{2}, v, r\right)\right] d u(r)\right\| \leq \varepsilon|u(t)-u(s)|
\end{aligned}
$$

wherever $\left|\lambda_{1}-\lambda_{2}\right|+\|w-v\|<\delta$. Then, applying Theorem 4.1.4, the proof is complete.

## Chapter 5

## Differentiability for Generalized ODEs

The results present in this chapter are new and are contained in [11.

### 5.1 Necessary conditions

As in the previous chapters, $G$ denotes the set of all regulated functions from $[0, T]$ to $\mathbb{R}^{n}$. Recall also that as in Chapter $4, B\left(x_{0}, \eta\right) \subset G$ denotes the open ball with center in $x_{0}$ and radius $\eta>0$ and $\Lambda_{0} \subset \mathbb{R}$ is an open set. Now, the set $B \subset \mathbb{R}^{n}$ is open and convex.

Throughout this chapter, we assume that assumptions (B1) - (B3) from Chapter 4 are satisfied. We are interested in the derivative with respect to the second variable of the operator

$$
\begin{equation*}
\Phi(\lambda, x)(s)=x(0)+\int_{0}^{s} D F(\lambda, x(\tau), t) \tag{5.1.1}
\end{equation*}
$$

for all $\lambda \in \Lambda_{0}, x \in B\left(x_{0}, \eta\right), s \in[0, T]$ and $F: \Lambda_{0} \times B \times[0, T] \rightarrow \mathbb{R}^{n}$.
For convenience, we will assume that the following conditions are satisifed:
(C1) For every fixed pair $(\lambda, t) \in \Lambda_{0} \times[0, T]$, the function $y \longmapsto F(\lambda, y, t)$ is differentiable on $B$.
(C2) There is a nondecreasing left continuous function $\widetilde{h}:[0, T] \rightarrow \mathbb{R}$ such that

$$
\left\|F_{y}^{\prime}(\lambda, y, t)-F_{y}^{\prime}(\lambda, y, s)\right\| \leq|\widetilde{h}(t)-\widetilde{h}(s)| \quad \text { for all } t, s \in[0, T] \text { and } \lambda \in \Lambda_{0}
$$ where $F_{y}^{\prime}(\lambda, y, t)$ denotes the derivative of $F$ with respect to its second variable.

(C3) There is a continuous increasing function $\widetilde{\omega}:[0,+\infty) \rightarrow \mathbb{R}$ such that $\widetilde{\omega}(0)=0$ and

$$
\left\|F_{y}^{\prime}(\lambda, y, s)-F_{y}^{\prime}(\lambda, y, t)-F_{y}^{\prime}(\lambda, w, s)+F_{y}^{\prime}(\lambda, w, t)\right\| \leq \widetilde{\omega}(\|y-w\|)|\widetilde{h}(t)-\widetilde{h}(s)|
$$

for all $y, w \in B, t, s \in[0, T]$ and $\lambda \in \Lambda_{0}$.

Proposition 5.1.1. Assume that the conditions $(B 1)-(B 3),(C 1)-(C 3)$ are satisfied. Then, for each $\lambda_{0} \in \Lambda_{0}$ and each $x \in B\left(x_{0}, \eta\right)$ the derivative $\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)$ of $\Phi\left(\lambda_{0}, \cdot\right)$ at $x$ is given by

$$
\left\{\begin{align*}
\left(\Phi_{x}^{\prime}\left(\lambda_{0}, x\right) z\right)(r)=z(0)+\int_{0}^{r} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right] &  \tag{5.1.2}\\
& \text { for } z \in G \text { and } r \in[0, T] .
\end{align*}\right.
$$

Proof. Let $x \in B\left(x_{0}, \eta\right)$ and $\lambda_{0} \in \Lambda_{0}$ be given and let

$$
\left(\Psi\left(\lambda_{0}, x\right) z\right)(r)=z(0)+\int_{0}^{r} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right] \text { for } z \in G \text { and } r \in[0, T]
$$

Obviously, the operator $\Psi\left(\lambda_{0}, x\right): G \rightarrow G$ is linear and bounded. In fact, for every $z \in G$, we have

$$
\begin{aligned}
\|\Psi(\lambda, x) z\|_{\infty} & =\sup _{r \in[0, T]}\|\Psi(\lambda, x) z(r)\|=\sup _{r \in[0, T]}\left\|z(0)+\int_{0}^{r} D\left[F_{x}^{\prime}(\lambda, x(\tau), t) z(\tau)\right]\right\| \\
& \leq\|z(0)\|+\sup _{r \in[0, T]} \int_{0}^{r}\|z(\tau)\| \widetilde{h}(\tau) \leq[1+(\widetilde{h}(T)-\widetilde{h}(0))]\|z\|_{\infty}
\end{aligned}
$$

where the last inequality follows from Lemma 2.1.7 and (C2).
It remains to show that the relation

$$
\lim _{\|z\| \rightarrow 0} \frac{\left\|\Phi\left(\lambda_{0}, x+z\right)-\Phi\left(\lambda_{0}, x\right)-\Psi\left(\lambda_{0}, x\right) z\right\|_{\infty}}{\|z\|_{\infty}}=0
$$

is true, as well. Thus, let $z \in B\left(x_{0}, \eta\right)$ be given. Notice that for every $r \in[0, T]$ we have

$$
\begin{aligned}
& \frac{\Phi\left(\lambda_{0}, x+z\right)(r)-\Phi\left(\lambda_{0}, x\right)(r)-\left(\Psi\left(\lambda_{0}, x\right) z\right)(r)}{\|z\|_{\infty}} \\
& =\frac{1}{\|z\|_{\infty}} \int_{0}^{r} D\left[F\left(\lambda_{0}, x(\tau)+z(\tau), t\right)-F\left(\lambda_{0}, x(\tau), t\right)-F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right]
\end{aligned}
$$

i.e.

$$
\left\{\begin{array}{c}
\frac{\Phi\left(\lambda_{0}, x+z\right)(r)-\Phi\left(\lambda_{0}, x\right)(r)-\left(\Psi\left(\lambda_{0}, x\right) z\right)(r)}{\|z\|_{\infty}} \\
=\int_{0}^{r} D U(\tau, t)
\end{array}\right.
$$

where

$$
U(\tau, t)=\frac{F\left(\lambda_{0}, x(\tau)+z(\tau), t\right)-F\left(\lambda_{0}, x(\tau), t\right)-F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)}{\|z\|_{\infty}}
$$

for $\tau, t \in[0, T]$. Furthermore, using the fact that $B$ is convex, we can apply the Mean

Value Theorem for vector-valued functions (see e.g. [21], Lemma 8.11) to rearrange the difference

$$
\left\{\begin{align*}
& U(\tau, t)-U(\tau, s)  \tag{5.1.3}\\
&=\left(\int_{0}^{1} F_{x}^{\prime}\left(\lambda_{0}, \theta(x(\tau)+z(\tau))+(1-\theta) x(\tau), t\right) d \theta\right. \\
&-\int_{0}^{1} F_{x}^{\prime}\left(\lambda_{0}, \theta(x(\tau)+z(\tau))+(1-\theta) x(\tau), s\right) d \theta \\
&\left.-\int_{0}^{1} F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) d \theta-\int_{0}^{1} F_{x}^{\prime}\left(\lambda_{0}, x(\tau), s\right) d \theta\right) \frac{z(\tau)}{\|z\|_{\infty}} \\
& \text { for } t, s, \tau \in[0, T]
\end{align*}\right.
$$

Using assumption (C3) we obtain

$$
\left\{\begin{align*}
& \| F_{x}^{\prime}\left(\lambda_{0}, \theta\right.(x(\tau)+z(\tau))+(1-\theta) x(\tau), t)  \tag{5.1.4}\\
& \quad-F_{x}^{\prime}\left(\lambda_{0}, \theta(x(\tau)+z(\tau))+(1-\theta) x(\tau), s\right) \\
& \quad-F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right)+F_{x}^{\prime}\left(\lambda_{0}, x(\tau), s\right) \| \\
& \leq \omega\left(\|z\|_{\infty}\right)|\widetilde{h}(t)-\widetilde{h}(s)| \\
& \text { for } \theta \in[0,1] \text { and } t, s, \tau \in[0, T] .
\end{align*}\right.
$$

and, inserting (5.1.4 into (5.1.3), we conclude that the inequality

$$
\|U(\tau, t)-U(\tau, s)\| \leq \omega\left(\|z\|_{\infty}\right)|\widetilde{h}(t)-\widetilde{h}(s)|
$$

is true for all $t, s, \tau \in[0, t]$. Now, we can use Lemma 2.1.7 to deduce the inequality

$$
\begin{aligned}
\sup _{r \in[0, T]}\left\|\int_{0}^{r} D U(\tau, t)\right\| & \leq \int_{0}^{T} \omega\left(\|z\|_{\infty}\right) d \widetilde{h} \\
& =\omega\left(\|z\|_{\infty}\right)[\widetilde{h}(T)-\widetilde{h}(0)]
\end{aligned}
$$

wherefrom, letting $\|z\|_{\infty} \rightarrow 0$, our statement follows immediately.

### 5.2 Applications to Bifurcation Theory

In order to prove the main result of this section, we will need the continuity of the operator $\Phi_{x}^{\prime}: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow \mathcal{L}(G)$ with respect to the couple $(\lambda, x)$, where $\Phi_{x}^{\prime}$ is given by (5.1.2).

Proposition 5.2.1. Assume that the conditions $(B 1)-(B 3),(C 1)-(C 3)$ are satisfied. Moreover, assume:
$(\mathrm{C} 4)$ there exists a nondecreasing, left-continuous function $\widetilde{g}:[0, T] \rightarrow \mathbb{R}$ such that for any $\varepsilon>0$ we can find $\delta>0$ such that

$$
\left\{\begin{array}{l}
\left\|F_{x}^{\prime}\left(\lambda_{1}, w, t\right)-F_{x}^{\prime}\left(\lambda_{2}, v, t\right)-F_{x}^{\prime}\left(\lambda_{1}, w, s\right)+F_{x}^{\prime}\left(\lambda_{2}, v, s\right)\right\|<\varepsilon|\widetilde{g}(t)-\widetilde{g}(s)|  \tag{5.2.1}\\
\quad \text { for all } w, v \in B, t, s \in[0, T] \text { and } \lambda_{1}, \lambda_{2} \in \Lambda_{0} \\
\quad \text { fulfilling }\left|\lambda_{1}-\lambda_{2}\right|+\|w-v\|<\delta
\end{array}\right.
$$

Then the mapping $\Phi_{x}^{\prime}: \Lambda_{0} \times B\left(x_{0}, \eta\right) \rightarrow \mathcal{L}(G)$ is continuous.
Proof. Let $\varepsilon>0$ be given, there is $\delta \in(0, \varepsilon)$ such that (5.2.1) is true. Then, using (5.2.1) and Lemma 2.1.7, we get

$$
\left\|\Phi_{x}^{\prime}\left(\lambda_{1}, x\right)-\Phi_{x}^{\prime}\left(\lambda_{2}, y\right)\right\|_{\mathcal{L}(G)} \leq \int_{0}^{T} \varepsilon d \widetilde{g}(s)<\varepsilon[\widetilde{g}(T)-\widetilde{g}(0)]
$$

for $x, y \in B\left(x_{0}, \eta\right)$ and $\lambda_{1}, \lambda_{2} \in \Lambda_{0}$ such that

$$
\left|\lambda_{1}-\lambda_{2}\right|+\|x-y\|_{\infty}<\delta,
$$

wherefrom our statement follows.
The next theorem is the main result of this section. Its proof follows the ideas similar to those from the proof of Proposition 26.3 em [2].

Theorem 5.2.2. Suppose that $(B 1)-(B 4)$ and $(C 1)-(C 4)$ are satisfied and let $\lambda_{0} \in \Lambda_{0}$ and $x_{0} \in B\left(x_{0}, \eta\right)$ be given. Let the operator $\Phi$ be defined by (5.1.1) and let $I-\Phi_{x}^{\prime}\left(\lambda_{0}, x_{0}\right)$ be an isomorphism of $G$ onto $G$. Then $\left(\lambda_{0}, x_{0}\right)$ is not a bifurcation point of the equation $\Phi(\lambda, x)=x$.

Proof. Suppose that $I-\Phi_{x}^{\prime}\left(\lambda_{0}, x_{0}\right)$ is an isomorphism of $G$ onto $G$, First, notice that, due to (B2), we have

$$
\begin{equation*}
\Phi\left(\lambda, x_{0}\right)=x_{0} \quad \text { for all } \lambda \in \Lambda_{0} . \tag{}
\end{equation*}
$$

Furthermore, by propositions 4.1 .2 and 5.2 .1 , we have $\Phi \in C^{1}\left(\Lambda_{0} \times B\left(x_{0}, \eta\right)\right)$. Hence by the Implicit Function Theorem (see [9], Theorem 4.2.1) there exist neighborhoods $\mathcal{V} \subset \Lambda_{0}$ of $\lambda_{0}, \mathcal{W} \subset B\left(x_{0}, \eta\right)$ of $x_{0}$ and a unique regulated function $z \in \mathcal{W}$ such that

$$
z-\Phi(\lambda, z)=0 \quad \text { for every } \lambda \in \mathcal{V}
$$

On the other hand, due to $\left(^{*}\right)$, we have $\Phi\left(\lambda, x_{0}\right)=x_{0}$ for every $\lambda \in \mathcal{V}$. Therefore, $z=x_{0}$ is the unique solution of equation

$$
z=\Phi(\lambda, z) \quad \text { for } \quad \lambda \in \mathcal{V}
$$

This means that $\left(\lambda_{0}, x_{0}\right)$ can not be a bifurcation point of the equation $\Phi(\lambda, x)=x$.

### 5.3 A Fredholm Alternative

The next result is inspired in [31, Proposition 6.3]. However, in the present section, our approach is through linear generalized ODEs involving the derivative with respect to the second variable of the operator $\Phi$, given by (5.1.2).

Theorem 5.3.1. Suppose that $(B 1),(B 3),(C 1)-(C 3)$ are satisfied and $x \in B\left(x_{0}, \eta\right) \subset G$. Then,
(i) either the equation

$$
\begin{equation*}
z(r)-z(0)-\int_{0}^{r} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right]=p(r), \quad r \in[0, T] \tag{5.3.1}
\end{equation*}
$$

has a unique solution in $G$, for every $p \in G$.
(ii) or the equation

$$
\begin{equation*}
z(r)-z(0)-\int_{0}^{r} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right]=0, \quad r \in[0, T] \tag{5.3.2}
\end{equation*}
$$

has at least one nontrivial solution in $G$.

Proof. Given $\lambda_{0} \in \Lambda_{0}$ and $x \in B\left(x_{0}, \eta\right)$. Let us recall equation 5.1.2)

$$
\left(\Phi_{x}^{\prime}\left(\lambda_{0}, x\right) z\right)(r)=z(0)+\int_{0}^{r} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right]
$$

for every $z \in G$ and $r \in[0, T]$.
We assert that $\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)$ is compact on $G$. In the proof of Theorem 5.1.1, we obtain $\Phi_{x}^{\prime}\left(\lambda_{0}, x\right) \in \mathcal{L}(G)$. It remains to show that $\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)$ takes bounded sets of $G$ into relatively compact sets of $G$.

Let $M \subset G$ be bounded. If $z \in M$, then there is $c>0$ such that $\|z\|_{\infty} \leq c$. By ( $C 2$ ) and Lemma 2.1.7, we obtain

$$
\begin{aligned}
\left\|\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)(z)\left(r^{\prime}\right)-\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)(z)(r)\right\| & =\left\|\int_{r}^{r^{\prime}} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right]\right\| \\
& \leq \int_{r}^{r^{\prime}}\|z(\tau)\| d \widetilde{h}(\tau) \leq c\left|\widetilde{h}\left(r^{\prime}\right)-\widetilde{h}(r)\right|
\end{aligned}
$$

for every $r, r^{\prime} \in[0, T]$ and $z \in M$. By Proposition 2.1.10, we have $\left\{\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)(z), z \in M\right\}$ is relatively compact, for every bounded $M \subset G$. This completes our statement.

Using the Fredholm Alternative for Banach spaces (see [33], Theorem 4.12), we have either $\mathcal{R}\left(I-\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)\right)=G$ and $\mathcal{K}\left(I-\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)\right)=\{0\}$ or $\mathcal{R}\left(I-\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)\right) \neq G$ and $\mathcal{K}\left(I-\Phi_{x}^{\prime}\left(\lambda_{0}, x\right)\right) \neq\{0\}$. These facts imply our assertion and the proof is complete.

Remark 5.3.2. If (i) occurs in Theorem 5.3.1, it means that the generalized linear differential equation

$$
\begin{equation*}
z(r)=z(0)+\int_{0}^{r} D\left[F_{x}^{\prime}\left(\lambda_{0}, x(\tau), t\right) z(\tau)\right] \text { for } r \in[0, T] \tag{5.3.3}
\end{equation*}
$$

has only the trivial solution on $G$. Therefore, $\left(\lambda_{0}, 0\right)$ is not a bifurcation point of equation (5.3.3).

### 5.4 Applications to Measure Differential Equations

Keeping the notations from previous section, consider functions $f: B \times[0, T] \rightarrow \mathbb{R}^{n}$ and $u:[0, T] \rightarrow \mathbb{R}$. It is known from the literature ([31], Chapter 5) that under some assumptions, the MDE

$$
D x=f(x, t) D u
$$

where $D x$ and $D u$ are distributional derivatives of the functions $x$ and $u$ in the sense of distributions of L. Schwartz, is equivalent to the integral form

$$
x(t)=x(0)+\int_{0}^{t} f(x, s) d u(s), \quad t \in[0, T]
$$

and it can be regarded as a generalized ODE whose right-hand side is given by

$$
F(x, t)=\int_{0}^{t} f(x, s) d u(s)
$$

In what follows, we want to prove that Theorem 5.1.1 and Theorem 5.3.1 of the previous section holds for MDEs with integral form

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{t} f(\lambda, x, s) d u(s), \quad t \in[0, T] . \tag{5.4.1}
\end{equation*}
$$

where $f: \Lambda_{0} \times B \times[0, T] \rightarrow \mathbb{R}^{n}$ and $u:[0, T] \rightarrow \mathbb{R}$ is a nondecreasing and left continuous function.

We need to assume that:
(C5) For each fixed pair $(\lambda, t) \in \Lambda_{0} \times[0, T]$, the function $y \mapsto f(\lambda, y, t)$ is differentiable
on $B$.
(C6) The derivative of $f: \Lambda_{0} \times B \times[0, T] \rightarrow \mathbb{R}^{n}$ with respect to $y \in B$, denoted by $f_{y}$, is continuous on $B$.

In the sequel, we calculate the derivative of $F$ with respect to its second variable, where $F$ is given by

$$
F(\lambda, y, t)=\int_{0}^{t} f(\lambda, y, s) d u(s)
$$

for every $(\lambda, y, t) \in \Lambda_{0} \times B \times[0, T]$.
Therefore, we obtain

$$
\begin{equation*}
F_{y}^{\prime}(\lambda, y, t)=\int_{0}^{t} f_{y}(\lambda, y, s) d u(s) \tag{5.4.2}
\end{equation*}
$$

where $f_{y}(\lambda, y, s)=\frac{\partial f}{\partial y}(\lambda, y, s)$ denotes the derivative of function $f$ with respect to its second variable.

In what follows, we need to ensure that $F_{y}^{\prime}$, given by 5.4.2, satisfies Definition 2.1.4. In order to obtain that, we will assume that the following conditions are satisfied:
(C7) There is a function $\widetilde{M}_{1}:[0, T] \rightarrow \mathbb{R}$ such that $\int_{0}^{T} \widetilde{M}_{1}(s) d u(s)<\infty$ and

$$
\left\|\int_{t_{1}}^{t_{2}} f_{y}(\lambda, y, s) d u(s)\right\| \leq \int_{t_{1}}^{t_{2}} \widetilde{M}_{1}(s) d u(s)
$$

holds, for all $t_{1}, t_{2} \in[0, T], y \in B$ and $\lambda \in \Lambda_{0}$.
(C8) There is a function $\widetilde{L_{1}}:[0, T] \rightarrow \mathbb{R}$ such that $\int_{0}^{T} \widetilde{L_{1}}(s) d u(s)<\infty$ and

$$
\left\|\int_{t_{1}}^{t_{2}}\left[f_{y}(\lambda, y, s)-f_{y}(\lambda, w, s)\right] d u(s)\right\| \leq\|y-w\| \int_{t_{1}}^{t_{2}} \widetilde{L_{1}}(s) d u(s)
$$

holds, for all $t_{1}, t_{2} \in[0, T], y, w \in B$ and $\lambda \in \Lambda_{0}$.

Analogously, we consider

$$
\widetilde{h_{1}}(t)=\int_{0}^{t} \widetilde{M}_{1}(s) d u(s)+\int_{0}^{t} \widetilde{L_{1}}(s) d u(s), \quad t \in[0, T] .
$$

Therefore, $F_{y}^{\prime}(\lambda, \cdot, \cdot) \in \mathcal{F}\left(B \times[0, T], \widetilde{h_{1}}\right)$, for each $\lambda \in \Lambda_{0}$. Moreover, by Lemma 5.1 (item
2) in [36], we have

$$
\int_{0}^{t} D\left[F_{x}^{\prime}(\lambda, x(\tau), s) z(\tau)\right]=\int_{0}^{t} f_{x}(\lambda, x(\tau), \tau) z(\tau) d u(\tau)
$$

for all $\lambda \in \Lambda_{0}, t \in[0, T]$ and $x, z \in G$.
The next result characterizes the derivative of the operator $\phi$, given by 4.2.3), with respect to its second variable.

Proposition 5.4.1. Suppose that conditions (B3), (B6) - (B8), (C5) - (C8) are satisfied. Then, for each $\lambda_{0} \in \Lambda_{0}$ and for each $x \in B\left(x_{0}, \eta\right)$, the derivative $\phi_{x}^{\prime}\left(\lambda_{0}, x\right)$ of $\phi(\lambda, \cdot)$ at $x$ is given by

$$
\phi_{x}^{\prime}\left(\lambda_{0}, x\right) z(t)=z(0)+\int_{0}^{t} f_{x}\left(\lambda_{0}, x(\tau), \tau\right) z(\tau) d u(\tau), \text { for all } z \in G
$$

Theorem 5.4.2. Suppose that conditions (B3), (B6) - (B8), (C5) - (C8) are satisfied. Let $x \in B\left(x_{0}, \eta\right)$. Then, either
(i) the equation

$$
z(t)-z(0)-\int_{0}^{t} f_{x}\left(\lambda_{0}, x(\tau), \tau\right) z(\tau) d u(\tau)=p(t), \quad t \in[0, T]
$$

has a unique solution in $G$, for every $p \in G$.
or
(ii) the equation

$$
z(t)-z(0)-\int_{0}^{t} f_{x}\left(\lambda_{0}, x(\tau), \tau\right) z(\tau) d u(\tau)=0, \quad t \in[0, T]
$$

has at least one nontrivial solution in $G$.
Remark 5.4.3. Owing to the fact that measure differential equations encompass differential equation with impulses (see [16, Theorem 3.1]) and also dynamic equations on time scales (see [17, Theorem 4.3]), our results apply to these types of equations as well.

## Chapter 6

## Periodic solutions of linear generalized ODEs

In this chapter, we present a result that ensures the existence of a periodic solution of linear generalized ODEs. It is well-known from the literature that there exists a correspondence between MDE and generalized ODEs (for more details, see [31]). Then we can apply our results to MDEs. These results are contained in [13].

### 6.1 An existence theorem

Throughout this section, let us consider $\mathbb{R}^{n}$ equiped with the usual norm $\|\cdot\|$. Recall that $G$ is the space of regulated functions from $[0, T]$ to $\mathbb{R}^{n}$, with the supremum norm.

Denote by $\mathcal{L}\left(\mathbb{R}^{n}\right)$ the space of linear bounded operators $S: \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$, endowed with the norm

$$
\|S\|_{\mathcal{L}\left(\mathbb{R}^{n}\right)}=\sup _{\|x\| \leq 1}\|S x\| .
$$

In this chapter, we want to prove a result that ensures the existence of a $T$-periodic solution of a linear generalized ODE given by

$$
\begin{equation*}
\frac{d x}{d \tau}=D[A(t) x] \tag{6.1.1}
\end{equation*}
$$

where $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$ and $x:[0, T] \longrightarrow \mathbb{R}^{n}$ is regulated. Notice that Equation (6.1.1) is equivalent to the integral form

$$
x\left(t_{2}\right)=x\left(t_{1}\right)+\int_{t_{1}}^{t_{2}} D[A(s)] x(s)
$$

for every $t_{1}, t_{2} \in[0, T]$.
Definition 6.1.1. Let $T>0$ be fixed. A function $x:[0, \infty) \rightarrow \mathbb{R}^{n}$ is said to be a

T-periodic solution of (6.1.1), if $x$ is a solution of (6.1.1) and, moreover,

$$
x(t)=x(t+T), \quad \text { for all } t \in[0,+\infty)
$$

In the next lines, assume that there is a constant $d>0$ fulfilling the following conditions:
(D1) For every $\varphi \in G$ satisfying $\|\varphi(0)\|>d$, we have

$$
[A(T)-A(0)] \varphi(0) \neq 0
$$

(D2) If $z \in \mathbb{R}^{n}$ such that $A(t+T) z=A(t) z$, for all $t \in[0,+\infty)$, then $\|z\| \leq d$.

Lemma 6.1.2. Assume that (D2) is valid. The existence of a T-periodic solution $x$ : $[0,+\infty) \rightarrow \mathbb{R}^{n}$ of (6.1.1) is equivalent to the existence of a solution of the boundary value problem

$$
\left\{\begin{array}{c}
\frac{d x}{d \tau}=D[A(t) x]  \tag{6.1.2}\\
x(0)=x(T)
\end{array}\right.
$$

Proof. Assume that $x:[0,+\infty) \rightarrow \mathbb{R}^{n}$ is a $T$-periodic solutions of (6.1.1). Then

$$
\begin{equation*}
x\left(t_{2}\right)-x\left(t_{1}\right)=\int_{t_{1}}^{t_{2}} d[A(s)]\left(x(s), \quad t_{2}, t_{1} \in[0,+\infty)\right. \tag{6.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
x(t+T)=x(t), \quad t \in[0,+\infty) \tag{6.1.4}
\end{equation*}
$$

Define the function $z:[0, T] \rightarrow \mathbb{R}^{n}$ given by

$$
\begin{equation*}
z(t):=x(t+T), \quad t \in[0, T] . \tag{6.1.5}
\end{equation*}
$$

We assert that $z$ is a solution of the boundary value problem (6.1.2). Indeed, given $t_{2}, t_{1} \in[0, T]$, we have

$$
\begin{gathered}
z\left(t_{2}\right)-z\left(t_{1}\right)=x\left(t_{2}+T\right)-x\left(t_{1}+T\right)=\int_{t_{1}+T}^{t_{2}+T} d[A(s)] x(s) . \\
=\int_{\phi\left(t_{1}\right)}^{\phi\left(t_{2}\right)} d[A(s)] x(s)=\int_{t_{1}}^{t_{2}} d[A(s+T)] x(s+T)=\int_{t_{1}}^{t_{2}} d[A(s)] x(s+T)=\int_{t_{1}}^{t_{2}} d[A(s)] z(s)
\end{gathered}
$$

where the last inequality follows from Lemma 2.1.12, taking $\phi(\xi):=\xi+T$ and by (D2).

Also, by (6.1.4) and (6.1.5), we have

$$
z(T)=x(T+T)=x(T)=z(0)
$$

Thus, $z$ is a solution of the boundary value problem (6.1.2).
On the other hand, assume that there exists a solution $u:[0, T] \rightarrow \mathbb{R}^{n}$ of the boundary value problem 6.1.2). Then, $u$ is a solution of 6.1.1 and $u(T)=u(0)$.

By Theorem 2.1.13, there exists a unique (maximal) solution $y:[0,+\infty) \rightarrow \mathbb{R}^{n}$ of (6.1.1) with $x(0)=u(T)$. Then, by the uniqueness $\left.y\right|_{[0, T]}=u$, that is, $y$ is a extension of $u$.

We assert that $y(t+T)=y(t)$, for all $t \in[0,+\infty)$.
Indeed, using the same arguments as above, we can prove that the function $\phi(t):=$ $y(t+T)$ is a solution of 6.1.1 with $x(0)=u(T)=u(0)$.

Now, since $\phi(t)$ and $y(t)$ are solutions of (6.1.1) with $x(0)=u(T)=u(0)$, the uniqueness of a solution yields

$$
\phi(t)=y(t), \text { that is, } y(t+T)=y(t)
$$

for all $t \in[0,+\infty)$ and this completes the proof.

In what follows, due to Lemma 6.1.2, it is possible to change our problem to find a solution of the boundary value problem (6.1.2). Now, let us introduce the operators:

$$
\begin{aligned}
L: G & \longrightarrow G \\
x & \longmapsto L(x)
\end{aligned}
$$

given by

$$
\begin{equation*}
L(x)(t)=x(t)-x(0), \text { for every } t \in[0, T] \tag{6.1.6}
\end{equation*}
$$

Consider also the operator

$$
\begin{aligned}
N: G & \longrightarrow G \\
x & \longmapsto N(x)
\end{aligned}
$$

given by

$$
\begin{equation*}
N(x)(t)=\int_{0}^{T} D[A(s)] x(s)+\int_{0}^{t} D[A(s)] x(s), \quad \text { for every } t \in[0, T] \tag{6.1.7}
\end{equation*}
$$

We want to prove that there exists at least one solution $x \in G$ of the linear equation

$$
\begin{equation*}
L(x)=N(x) \tag{6.1.8}
\end{equation*}
$$

that is,

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{T} D[A(s)] x(s)+\int_{0}^{t} D[A(s)] x(s) \tag{6.1.9}
\end{equation*}
$$

for every $t \in[0, T]$. In order to do this, let us recall some results. The next result can be found in 13 .

Proposition 6.1.3. Suppose $x$ is a solution of equation 6.1.8). Then $x$ is a solution of the boundary value problem 6.1.2).

Proof. Let $x:[0, T] \longrightarrow \mathbb{R}^{n}$ be a solution of 6.1.8). Then

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s) \tag{6.1.10}
\end{equation*}
$$

for every $t \in[0, T]$. Taking $t=0$ in (6.1.10), we have

$$
\begin{equation*}
\int_{0}^{T} d[A(s)] x(s)=0 \tag{6.1.11}
\end{equation*}
$$

Inserting (6.1.11) in 6.1.10), we obtain

$$
\begin{equation*}
x(t)=x(0)+\int_{0}^{t} d[A(s)] x(s), \text { for all } t \in[0, T] \tag{6.1.12}
\end{equation*}
$$

Taking $t=T$ in 6.1.10 and using 6.1.11, we conclude that $x(T)=x(0)$.
Therefore $x$ is a solution of the boundary value problem 6.1.2).
In what follows, we need to define the range and the kernel of the operator $L$, given by (6.1.6). The kernel of the operator $L$ is given by

$$
\begin{equation*}
\mathcal{N}(L)=\{x \in G ; x(s)=x(0), \text { for every } t \in[0, T]\} \tag{6.1.13}
\end{equation*}
$$

and the range of the operator $L$ is given by

$$
\begin{equation*}
\mathcal{R}(L)=\{y \in G ; y(s)=x(s)-x(0), \text { for every } t \in[0, T]\} . \tag{6.1.14}
\end{equation*}
$$

We define the set $\mathcal{A}=\{y \in G ; y(0)=0\}$ and we assert that

$$
\begin{equation*}
\mathcal{R}(L)=\mathcal{A} \tag{6.1.15}
\end{equation*}
$$

Proof. Clearly, $\mathcal{R}(L) \subset \mathcal{A}$. On the other hand, let $y \in \mathcal{A}$. Then $y \in G$ and $y(0)=0$. Thus, there exists $x=y \in G$ satisfying

$$
L(x)(t)=L(y)(t)=y(t)-y(0)=y(t), \text { for all } t \in[0, T]
$$

Therefore $y \in \mathcal{R}(L)$, which implies $\mathcal{A} \subset \mathcal{R}(L)$ and our statement follows.

The next result is new and can be found in [13. It assures that $L$ is a Fredholm operator of index 0. Recall that we introduced the concept of the Fredholm operators in Definition 1.3.1.

Proposition 6.1.4. The operator L, given by 6.1.6, is a Fredholm operator of index 0.
Proof. We can rewrite the operator $L$, given by (6.1.6), in the form

$$
\begin{equation*}
L(x)(s)=x(s)-K(x)(s) \tag{6.1.16}
\end{equation*}
$$

where $K: G \longrightarrow G$ is given by

$$
K(x)(s)=x(0), \text { for every } s \in[0, T] .
$$

Clearly, $K$ is a compact operator in $G$. By Theorem 1.3.3, we obtain $\operatorname{dim} \mathcal{N}(L)=$ codim $\mathcal{R}(L)$ is finite and $\mathcal{R}(L)$ is closed in $G$. Therefore $L$ is a Fredholm operator and its index is given by

$$
i(L)=\operatorname{dim} \mathcal{N}(L)-\operatorname{codim} \mathcal{R}(L)=0
$$

from where our statement follows.

In order to prove the main theorem of this chapter, we need to find the projections $P$ and $Q$ as we mentioned in Chapter 1. This is the role of the next proposition.

Proposition 6.1.5. Let $L$ be a Fredholm operator of index zero, where $L$ is given by 6.1.6). Then there exist continuous projections $P: G \longrightarrow G$ and $Q: G \longrightarrow G$ such that

$$
\mathcal{R}(L)=\mathcal{N}(Q)
$$

and

$$
\mathcal{N}(L)=\mathcal{R}(P)
$$

Proof. Let us consider the operator

$$
Q: G \longrightarrow G \quad x \longmapsto Q(x)
$$

given by

$$
\begin{equation*}
Q(x)(t)=x(0), \quad \text { for every } t \in[0, T] . \tag{6.1.17}
\end{equation*}
$$

Notice that $Q$ is idempotent, that is, $Q^{2}=Q$ and $Q$ is a bounded linear operator. Moreover, the kernel of the operator $Q$ is given by

$$
\begin{gathered}
\mathcal{N}(Q)=\{x \in G ; Q(x)(t)=0, \text { for every } t \in[0, T]\} \\
=\{x \in G ; x(0)=0\}
\end{gathered}
$$

Thus, by 6.1.15, we conclude that $\mathcal{N}(Q)=\mathcal{R}(L)$.
Since $L$ is a Fredholm operator, $\mathcal{R}(L)$ is closed in $G$ and $\mathcal{N}(L)$ is finite. Notice also that

$$
\begin{equation*}
\mathcal{R}(L) \cap \mathcal{N}(L)=\{0\} . \tag{6.1.18}
\end{equation*}
$$

Indeed. Let $z \in \mathcal{R}(L) \cap \mathcal{N}(L)$. Then $z \in \mathcal{R}(L)$, hence $z(0)=0$ and $L(z)(t)=0$, for all $t \in[0, T]$. Then

$$
0=L(z)(t)=z(t)-z(0)=z(t), \text { for all } t \in[0, T]
$$

Therefore $z(t)=0$, for all $t \in[0, T]$ and (6.1.18) is satisfied. Then,

$$
\mathcal{R}(L) \oplus \mathcal{N}(L)=G
$$

By Proposition 1.3.4, there exists an operator

$$
\begin{aligned}
P: & G \longrightarrow G \\
& x \longmapsto P(x)
\end{aligned}
$$

defined by

$$
P(x)= \begin{cases}x, & x \in \mathcal{N}(L)  \tag{6.1.19}\\ 0, & x \in \mathcal{R}(L)\end{cases}
$$

and $P \in \mathcal{L}(G)$. Clearly $P$ is idempotent and $\mathcal{N}(P)=\mathcal{R}(L)$. Therefore our proof is complete.

In what follows, let us assume the following conditions:
(D3) There exists a nondecreasing left-continuous function $h:[0, T] \longrightarrow \mathbb{R}$ satisfying

$$
\|A(t)-A(s)\| \leq|h(t)-h(s)|, \text { for every } t, s \in[0, T]
$$

(D4) If $x$ is a solution of equation $L(x)=\lambda N(x)$, for all $\lambda \in(0,1)$ then there exists $D>0$, satisfying $\|x(t)\| \leq D$, for every $t \in[0, T]$.

Now, let us fix $M>0$ fulfilling $M>\max \{d, D\}$ and define the set

$$
\begin{equation*}
\Delta=\left\{x \in G ; \quad\|x\|_{\infty}<M\right\} \tag{6.1.20}
\end{equation*}
$$

We want to prove that the operator $N$, given by (6.1.7), is $L$-compact on $\bar{\Delta}$. This means that we need to ensure the following conditions

- $Q N(\bar{\Delta})$ is bounded.
- Let $Q, P$ be the operators defined in (6.1.17) and (6.1.19) respectively. Then

$$
\left(L_{p}\right)^{-1}(I-Q) N: \bar{\Delta} \longrightarrow G
$$

is compact, where $L_{p}$ is the operator $L$ restrict to $\mathcal{N}(P)$, that is, $L_{p}: \mathcal{N}(P) \longrightarrow$ $L(\mathcal{N}(P))$.

Thus, we need the following two propositions.
Proposition 6.1.6. Let $Q$ and $N$ be operators given by 6.1.17) and 6.1.7) respectively and $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. Then the set

$$
\mathcal{B}=\{Q N(x), x \in \bar{\Delta}\}
$$

is bounded in $G$.
Proof. Suppose $x \in \bar{\Delta}$. Then $\|x\|_{\infty} \leq M$. Furthermore

$$
\begin{gathered}
\|Q N(x)\|_{\infty}=\sup _{t \in[0, T]}\|Q N(x)(t)\| \\
\left.\leq \sup _{t \in[0, T]} \| Q\left(\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s)\right)\right) \| \\
=\left\|\int_{0}^{T} d[A(s)] x(s)\right\| \leq \operatorname{var}_{[0, T]}^{\operatorname{var}}(A) \sup _{s \in[0, T]}\|x(s)\| \leq\left[\operatorname{var}_{[0, T]}^{\operatorname{var}}(A)\right] M,
\end{gathered}
$$

where the last inequality follows from Proposition 2.2.4. Therefore the proof is complete.

Proposition 6.1.7. Let $Q, P$ be the operators defined in 6.1.17) and 6.1.19 respectively. Assume also that (D3) holds. Then

$$
\left(L_{p}\right)^{-1}(I-Q) N: \bar{\Delta} \longrightarrow G
$$

is compact, where $L_{p}$ is the operator $L$ restrict to $\mathcal{N}(P)$, that is, $L_{p}: \mathcal{N}(P) \longrightarrow \mathcal{R}(L)$.
Proof. Let $x \in \mathcal{N}(P)$ be an arbitrary element. By the definition of $P$ in 6.1.19) and from 6.1.15), we have $x \in G$ and $x(0)=0$. Thus,

$$
L(x)(s)=x(s)-x(0)=x(s), \text { for every } s \in[0, T] .
$$

Therefore, $L_{p} \equiv I$, where $I$ is the identity operator in $\mathcal{N}(P)$. We also conclude that $\left(L_{p}\right)^{-1}=I$.

Now, it is sufficient to show that the operator

$$
(I-Q) N: \bar{\Delta} \longrightarrow G
$$

is compact. Given $x \in \bar{\Delta}$ and $t \in[0, T]$, we have

$$
\begin{gathered}
(I-Q) N(x)(t)=(I-Q)\left(\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s)\right) \\
=\left(\int_{0}^{T} d[A(s]) x(s)+\int_{0}^{t} d[A(s)] x(s)\right)-Q\left(\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s)\right) \\
=\left(\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s)\right)-\int_{0}^{T} d[A(s)] x(s) \\
=\int_{0}^{t} d[A(s)] x(s) .
\end{gathered}
$$

Thus,

$$
(I-Q) N(x)(t)=\int_{0}^{t} d[A(s)] x(s), \text { for all } t \in[0, T] \text { and } x \in \bar{\Delta}
$$

It is sufficient to prove that $\{(I-Q) N(x) ; \quad x \in \bar{\Delta}\}$ is relatively compact. Moreover, by Assumption (D3), we conclude that

$$
\begin{gathered}
\left\|(I-Q) N(x)\left(t_{2}\right)-(I-Q) N(x)\left(t_{1}\right)\right\|=\left\|\int_{t_{1}}^{t_{2}} d[A(s)] x(s)\right\| \\
\leq\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right|\|x\|_{\infty} \leq\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right| M
\end{gathered}
$$

for every $t_{1}, t_{2} \in[0, T]$ and $x \in \bar{\Delta}$. The result follows from Proposition 2.1.10.
Lemma 6.1.8. Let $\Delta=\left\{x \in G ;\|x\|_{\infty}<M\right\}$. Consider the operators $L, N, Q$ presented in (6.1.6, 6.1.7) and (6.1.17) respectively. Then, the following conditions are satisfied:
(i) If $x \in \partial \Delta$, then $L x \neq \lambda N x$, for every $\lambda \in(0,1)$.
(ii) If $x \in \mathcal{N}(L) \cap \partial \Delta$, then $Q N x \neq 0$.
(iii) $\operatorname{deg}(J Q N, \Delta \cap \mathcal{N}(L), 0) \neq 0$, where $J Q N: \mathcal{N}(L) \longrightarrow \mathcal{N}(L)$.

Proof. The condition (i) is satisfied, since (D4) holds.
Now, we will prove item (ii). If $x \in \mathcal{N}(L) \cap \partial \Delta$,

$$
x(t)=x(0), \text { for all } t \in[0, T]
$$

and $\|x\|_{\infty}=M>0$. In particular, $\|x(0)\|=M$.
By the definition of the operators $Q$ and $N$, we have

$$
\begin{aligned}
Q N(x)(t)=Q & \left(\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s)\right) \\
& =\int_{0}^{T} d[A(s)] x(s)
\end{aligned}
$$

for every $x \in G$ and $t \in[0, T]$. In particular, if $x \in \mathcal{N}(L) \cap \partial \Delta$, we obtain

$$
\begin{equation*}
Q N(x)(t)=\int_{0}^{T} d[A(s)] x(0)=[A(T)-A(0)] x(0) \neq 0, \quad \text { for all } t \in[0, T] \tag{6.1.21}
\end{equation*}
$$

since (D1) holds and $\|x(0)\|=M$.
Finally, it remains to show that condition (iii) is satisfied.
By the definition of the operator $Q$, its range is given by

$$
\mathcal{R}(Q)=\{y \in G ; \quad y(t)=x(0), \text { for all } t \in[0, T]\}
$$

and $\mathcal{R}(Q)=\mathcal{N}(L)$, by 6.1.13). Furthermore $J: \mathcal{R}(Q) \longrightarrow \mathcal{N}(L)$ is an isomorfism, the spaces $\mathcal{R}(Q)$ and $\mathcal{N}(L)$ are finite dimensional and their dimensions are $n$. Then it is possible to identify them with $\mathbb{R}^{n}$. Therefore, we can take $J$ as the identity operator from $\mathcal{R}(Q)$ to $\mathcal{N}(L)$.

Consider the operator $J Q N$ restrict to $\mathcal{N}(L)$, which denote by $J Q N$ :

$$
\begin{aligned}
J Q N: \mathcal{N}(L) & \longrightarrow \mathcal{N}(L) \\
x & \longmapsto J Q N(x)
\end{aligned}
$$

given by

$$
J Q N(x)(t)=J Q N(x)(t)=Q\left(\int_{0}^{T} d[A(s)] x(s)+\int_{0}^{t} d[A(s)] x(s)\right)=\int_{0}^{T} d[A(s)] x(s)
$$

for every $t \in[0, T]$.

We need to calculate $\operatorname{deg}(J Q N, \Delta \cap \mathcal{N}(L), 0)$. Notice that $\mathcal{N}(L)$ is finite dimensional, hence it is sufficient to use the Brower degree theory. Note that $\operatorname{deg}(J Q N, \Delta \cap \mathcal{N}(L), 0)$ is well defined, that is,

$$
0 \notin J Q N(\partial(\Delta \cap \mathcal{N}(L))
$$

holds, by the same arguments used in the proof of item (ii).
Let us consider the operator $H:[0,1] \times(\overline{\Delta \cap \mathcal{N}(L)}) \longrightarrow \mathbb{R}^{n}$ given by

$$
\begin{equation*}
H(\lambda, z(0))=(1-\lambda) z(0)+\lambda \int_{0}^{T} D A(s) z(0), \quad \text { for all } z \in \overline{\Delta \cap \mathcal{N}(L)} \tag{6.1.22}
\end{equation*}
$$

In what folllows, we need to show that the following assertion

$$
0 \notin H(\lambda, \cdot)(\partial(\Delta \cap \mathcal{N}(L))), \text { for every } \lambda \in[0,1]
$$

is true. In fact, consider the following cases:
Case 1: If $\lambda=0$ in (6.1.22), then

$$
H(0, z(0))=z(0), \quad \text { for all } z \in \partial(\Delta \cap \mathcal{N}(L))
$$

and $\|H(\lambda, z(0))\|=\|z(0)\|=M \neq 0$.
Case 2: If $\lambda=1$ in 6.1.22, then

$$
H(1, z(0))=\int_{0}^{T} D A(s) z(0), \quad \text { for all } z \in \partial(\Delta \cap \mathcal{N}(L))
$$

and $H(1, z(0))=J Q N(z(0))$, thus the proof follows analogously to item (ii).
Case 3: If $\lambda \in(0,1)$ in 6.1.22), then

$$
\begin{gathered}
\|H(\lambda, z(0))\| \leq|1-\lambda|\|z(0)\|+\left\|\lambda \int_{0}^{T} D A(s) z(0)\right\| \\
<\|z(0)\|+\|A(T)-A(0)\|\|z(0)\| \neq 0
\end{gathered}
$$

since ( $H 1$ ) holds. Therefore, by item (ii) and (i) of Theorem 1.1.3, we obtain

$$
\operatorname{deg}(J Q N, \Delta \cap \mathcal{N}(L), 0)=\operatorname{deg}(H(0, \cdot), \Delta \cap \mathcal{N}(L), 0)=\operatorname{deg}(I d, \Delta \cap \mathcal{N}(L), 0)=1 \neq 0
$$

from where the proof is complete.

Finally, we present the main result of this chapter. It ensures, under some hypotheses, the existence of a $T$-periodic solution of equation 6.1.1. This is a new result in the literature and it is contained in [13. We will prove it using Mawhin's Continuation

Theorem (see Theorem 1.3.5).
Theorem 6.1.9. Let $\Delta=\left\{x \in G ;\|x\|_{\infty}<M\right\}$ and $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. Suppose valid the conditions $(D 1)-(D 4)$. Then, the linear generalized $O D E$ (6.1.1) has at least one $T$-periodic solution $x \in \bar{\Delta}$.

Proof. By Lemma 6.1.8, the conditions of Theorem 1.3.5 are satisfied, then there exists a solution $x \in \bar{\Delta}$ of equation 6.1.8). By Proposition 6.1.3, we conclude that $x$ is a solution of the boundary value problem (6.1.2).

By Lemma 6.1.2, there is a $T$-periodic solution $\hat{x}:[0, \infty) \rightarrow \mathbb{R}^{n}$ of (6.1.1), which is an extension of $x:[0, T] \rightarrow \mathbb{R}^{n}$.

### 6.2 Applications to Measure Differential Equations

In this section, we present a correspondence between the solutions of a linear generalized ODE and the solutions of a linear measure differential equation. Our goal is to apply the main result of the previous section in the framework of linear measure differential equations.

In the previous section, we consider the linear generalized ODE of the form

$$
\begin{equation*}
x\left(t_{2}\right)=x\left(t_{1}\right)+\int_{t_{1}}^{t_{2}} d[A(s)] x(s) \tag{6.2.1}
\end{equation*}
$$

for every $t_{1}, t_{2} \in[0, T]$, where $A \in B V\left([0, T], \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$ and $x:[0, T] \longrightarrow \mathbb{R}^{n}$ is a regulated function.

Let us consider the linear measure differential equation

$$
\begin{equation*}
x\left(t_{2}\right)=x\left(t_{1}\right)+\int_{t_{1}}^{t_{2}} b(s) x(s) d g(s), \quad \text { for all } t_{1}, t_{2} \in[0, T], \tag{6.2.2}
\end{equation*}
$$

where, for each $t \in[0, T]$, the operator $b(t): \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ is linear and $g:[0, T] \longrightarrow \mathbb{R}$ is a nondecreasing function.

We will show, under some hypotheses, that the linear measure equation 6.2.2 is equivalent to linear generalized ODE 6.2.1, where $A$ is defined as follows: for each $t \in[0, T]$, the operator $A(t): \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ is given by

$$
\begin{equation*}
A(t) z=\int_{0}^{t} b(s) z d g(s) \tag{6.2.3}
\end{equation*}
$$

Obviously, $A(t) \in \mathcal{L}\left(\mathbb{R}^{n}\right)$. In what follows, let us assume the following conditions:
(D5) The integral $\int_{0}^{T} b(s) z d g(s)$ exists, for every $z \in \mathbb{R}^{n}$.
(D6) There exists a Kurzweil-Stieljes integrable function $S:[0, T] \longrightarrow \mathbb{R}^{+}$with respect to $g$ such that

$$
\left\|\int_{t_{1}}^{t_{2}} b(s) z d s\right\| \leq\|z\| \int_{t_{1}}^{t_{2}} S(s) d g(s)
$$

for all $t_{1}, t_{2} \in[0, T], t_{1} \leq t_{2}$ and all $z \in \mathbb{R}^{n}$.

Note that the operator $A$ has bounded variation. Indeed, for every $z \in \mathbb{R}^{n}, 0 \leq t_{1} \leq$ $t_{2} \leq T$, and by definition of $A$ in (6.2.3) and (D6), we have

$$
\left\|\left[A\left(t_{2}\right)-A\left(t_{1}\right)\right] z\right\|=\left\|\int_{t_{1}}^{t_{2}} b(s) z d g(s)\right\| \leq\|z\| \int_{t_{1}}^{t_{2}} S(s) d g(s)
$$

Then,

$$
\left\|\left[A\left(t_{2}\right)-A\left(t_{1}\right)\right]\right\|_{\mathcal{L}\left(\mathbb{R}^{n}\right)} \leq \int_{t_{1}}^{t_{2}} S(s) d g(s)
$$

for every $t_{1}, t_{2} \in[0, T]$, and $t_{1} \leq t_{2}$. This implies that $A$ is of bounded variation on $[0, T]$.

The following result ensures a relation between linear measure functional differential equations and linear generalized ordinary differential equations. A similar theorem for more general equations is presentend in [27], see Theorems 4.4 and 4.5. Therefore, it is sufficient to check that the hypotheses of Theorems 4.4 and 4.5 in [27] are satisfied for our particular case.

Theorem 6.2.1. Assume that $g:[0, T] \longrightarrow \mathbb{R}$ is a nondecreasing function, for each $t \in[0, T]$, the operator $b(t): \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}$ is linear and the conditions (D5)-(D6) are satisfied. A function $x:[0, T] \longrightarrow \mathbb{R}^{n}$ is a solution of

$$
x(t)=x(0)+\int_{0}^{t} b(s) x(s) d g(s), \quad \text { for all } t \in[0, T]
$$

if and only if, $x:[0, T] \longrightarrow \mathbb{R}^{n}$ is a solution of

$$
x(t)=x(0)+\int_{0}^{t} d[A(s)] x(s) \quad \text { for all } t \in[0, T]
$$

where $A$ is given by 6.2.3).

Proof. Let us consider $F(z, t)=A(t) z$, where $A$ is given by 6.2.3). Let $B_{1}(0)=\{z \in$ $\left.\mathbb{R}^{n},\|z\| \leq 1\right\}$ and $\Omega=B_{1}(0) \times[0, T]$. We want to prove that $F$ satisfies Definition 2.1.4. Indeed,

$$
\left\|F\left(z, t_{2}\right)-F\left(z, t_{1}\right)\right\|=\left\|A\left(t_{2}\right) z-A\left(t_{1}\right) z\right\|=\left\|\int_{t_{1}}^{t_{2}} b(s) z d g(s)\right\|
$$

$$
\leq\|z\| \int_{t_{1}}^{t_{2}} S(s) d g(s) \leq \int_{t_{1}}^{t_{2}} S(s) d g(s) \leq\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right|
$$

for every $\left(z, t_{2}\right),\left(z, t_{1}\right) \in \Omega, t_{1} \leq t_{2}$ and $h(t)=\int_{0}^{t} S(s) d g(s)$ is a nondecreasing function, since $M$ is positive on $[0, T]$ and $g$ is nondecreasing. We have,

$$
\begin{gathered}
\left\|F\left(z, t_{2}\right)-F\left(z, t_{1}\right)-F\left(y, t_{2}\right)+F\left(y, t_{1}\right)\right\|=\left\|A\left(t_{2}\right) z-A\left(t_{1}\right) z-A\left(t_{2}\right) y+A\left(t_{1}\right) y\right\|= \\
\left\|\int_{t_{1}}^{t_{2}} b(s)(z-y) d g(s)\right\| \leq\|z-y\| \int_{t_{1}}^{t_{2}} S(s) d g(s) \leq\|z-y\| \| h\left(t_{2}\right)-h\left(t_{1}\right) \mid
\end{gathered}
$$

for every $\left(z, t_{2}\right),\left(z, t_{1}\right),\left(y, t_{2}\right),\left(y, t_{1}\right) \in \Omega$, and $t_{1} \leq t_{2}$. Therefore, $F \in \mathcal{F}(\Omega, h)$.
Now, we are able to introduce the main result of Section 6.1 in the framework of linear measure differential equations. In the sequel, assume that there is a constant $\widehat{d}>0$ fulfilling the following conditions:
(D7) For every $\varphi \in G$ satisfying $\|\varphi(0)\|>\widehat{d}$, we have

$$
[b(T)-b(0)] \varphi(0) \neq 0 .
$$

(D8) If $z \in \mathbb{R}^{n}$ satisfies $\int_{t}^{t+T} b(s) z d g(s)=0$, for all $t \in[0,+\infty)$, then $\|z\| \leq \widehat{d}$.
Is is easy to check that hypotheses (D7) and (D8) imply hypotheses (D1) and (D2) respectively.

Notice that assumption (D3) holds. Indeed, taking $h$ as in the proof of Theorem 6.2.1. we have

$$
\begin{equation*}
\|A(t)-A(s)\| \leq|h(t)-h(s)| \tag{6.2.4}
\end{equation*}
$$

for every $t, s \in[0, T]$.
Now, consider the operators

$$
l: G \longrightarrow G, \quad x \longmapsto l(x)
$$

given by

$$
\begin{equation*}
l(x)(t)=x(t)-x(0), \text { for every } t \in[0, T] \tag{6.2.5}
\end{equation*}
$$

and

$$
n: G \longrightarrow G \quad x \longmapsto n(x)
$$

given by

$$
\begin{equation*}
n(x)(t)=\int_{0}^{T} b(s) x(s) d g(s)+\int_{0}^{t} b(s) x(s) d g(s), \quad \text { for every } t \in[0, T] . \tag{6.2.6}
\end{equation*}
$$

By Theorem 6.2.1, we have,

$$
\int_{0}^{t} d[A(s)] x(s) d g(s)=\int_{0}^{t} b(s) x(s) d g(s), \quad \text { for all } t \in[0, T]
$$

Now, we also assume the condition:
(D9) if $x$ is a solution of equation $l(x)=\lambda n(x)$, for all $\lambda \in(0,1)$ then there exists $D>0$, satisfying $\|x(t)\| \leq D$, for every $t \in[0, T]$.

Thus, we just need to consider $m>\max \{D, \widehat{d}\}$ and define $\Delta=\left\{x \in G,\|x\|_{\infty}<m\right\}$. Therefore, we conclude that $n$ is $l$-compact on $\bar{\Delta}$ and we obtain the following result:

Theorem 6.2.2. Suppose that the conditions (D5) - (D9) are satisfied. Then, the linear measure diferential equation (6.2.2) has at least one solution $x \in \Delta=\left\{x \in G ;\|x\|_{\infty}<\right.$ $m\}$.

## Chapter 7

## Affine-periodic solutions of Generalized ODEs

The goal of this chapter is to introduce the concept of affine-periodic solutions in the framework of generalized ODEs and to prove an existence result. The concept of an affine-periodic solution was first introduced by Yong Li et al. in [38].

This chapter is inspired on articles [39, [40. The results presented in Section 7.1 are new and are contained in [12].

### 7.1 General considerations

Let $G L_{n}(\mathbb{R})$ denote the general linear group over $\mathbb{R}$ is the group of $n \times n$ invertible matrices of real numbers. Let $\Omega=\mathbb{R}^{n} \times[0,+\infty)$ and consider the generalized ODE given by

$$
\begin{equation*}
\frac{d x}{d \tau}=D F(x, t) \tag{7.1.1}
\end{equation*}
$$

where
(F1) $F \in \mathcal{F}(\Omega, h)$ as in Definition 2.1.4.
(F2) There are $Q \in G L_{n}(\mathbb{R})$ and $T>0$ such that $F(x, t+T)=Q F\left(Q^{-1} x, t\right)$, for all $t \geq 0$.

In the sequel, we introduce the concept of affine-periodic solution in the framework of generalized ODEs. This concept was first introduced in [12].

Definition 7.1.1. Consider the generalized ODE given by 7.1.1) and assume (F1) and (F2) hold. A function $x:[0,+\infty) \rightarrow \mathbb{R}^{n}$ is said to be a ( $Q, T$ )-affine-periodic solution of
the generalized ODE (7.1.1), if $x$ is a solution of (7.1.1) and, moreover,

$$
x(t+T)=Q x(t), \quad t \in[0,+\infty)
$$

The next lemma is new and is contained in [12.

Lemma 7.1.2. The existence of a $(Q, T)$-affine-periodic solution $x:[0,+\infty) \rightarrow \mathbb{R}^{n}$ of the generalized $O D E$ (7.1.1) is equivalent to the existence of a solution of the boundary value problem (7.1.1) with $x(T)=Q x(0)$.

Proof. Assume that $x:[0,+\infty) \rightarrow \mathbb{R}^{n}$ is a $(Q, T)$-affine-periodic solutions of the generalized ODE (7.1.1). Then

$$
x\left(\tau_{2}\right)-x\left(\tau_{1}\right)=\int_{\tau_{1}}^{\tau_{2}} D F(x(\tau), t), \quad \tau_{2}, \tau_{1} \in[0,+\infty)
$$

and

$$
\begin{equation*}
x(t+T)=Q x(t), \quad t \in[0,+\infty) \tag{7.1.2}
\end{equation*}
$$

Define the function $z:[0, T] \rightarrow \mathbb{R}^{n}$ given by

$$
\begin{equation*}
z(t):=Q^{-1} x(t+T), \quad t \in[0, T] . \tag{7.1.3}
\end{equation*}
$$

We assert that $z$ is a solution of the boundary value problem (7.1.1) with $x(T)=$ $Q x(0)$. Indeed, given $s_{2}, s_{1} \in[0, T]$, we have

$$
\begin{aligned}
& z\left(s_{2}\right)-z\left(s_{1}\right) \quad=\quad Q^{-1} x\left(s_{2}+T\right)-Q^{-1} x\left(s_{1}+T\right) \\
& =\quad Q^{-1}\left(x\left(s_{2}+T\right)-x\left(s_{1}+T\right)\right) \\
& =\quad Q^{-1}\left(\int_{s_{1}+T}^{s_{2}+T} D F(x(\tau), t)\right) \\
& =\quad Q^{-1}\left(\int_{\phi\left(s_{1}\right)}^{\phi\left(s_{2}\right)} D F(x(\tau), t)\right), \quad \phi(\xi):=\xi+T \\
& \stackrel{\text { Lemma [2.1.1] }}{=} Q^{-1}\left(\int_{s_{1}}^{s_{2}} D F(x(\tau+T), t+T)\right) \\
& \stackrel{\left(F_{2}\right)}{\stackrel{( }{\perp}} \quad Q^{-1}\left(\int_{s_{1}}^{s_{2}} D\left[Q F\left(Q^{-1} x(\tau+T), t\right)\right]\right) \\
& =\quad\left(\int_{s_{1}}^{s_{2}} D\left[F\left(Q^{-1} x(\tau+T), t\right)\right]\right) \\
& =\quad \int_{s_{1}}^{s_{2}} D F(z(\tau), t) \text {, }
\end{aligned}
$$

that is, $z$ is a solution of (7.1.1). Also, by (7.1.2) and (7.1.3), we have

$$
z(T)=Q^{-1} x(T+T)=Q^{-1} Q x(T)=Q Q^{-1} x(T)=Q z(0)
$$

Reciprocally, assume that there exists a solution $u:[0, T] \rightarrow \mathbb{R}^{n}$ of the boundary value problem (7.1.1) with $x(T)=Q x(0)$. Then $u$ is solution of the generalized ODE (7.1.1) on $[0, T]$ and $u(T)=Q u(0)$.

By (F1) and Theorem 2.1.13, there exists a unique (maximal) solution $y:[0,+\infty) \rightarrow$ $\mathbb{R}^{n}$ of the generalized ODE (7.1.1) with $x(0)=Q^{-1} u(T)$. Then, by the uniqueness $\left.y\right|_{[0, T]}=$ $u$, that is, $y$ is a extension of $u$.

We will show that $y(t+T)=Q y(t)$ for all $t \in[0,+\infty)$.
Indeed, using the same arguments as above, one can prove that the function $\phi(t):=$ $Q^{-1} y(t+T)$ is a solution of the initial value problem (7.1.1) with $x(0)=Q^{-1} u(T)=u(0)$.

Now, since $\phi(t)$ and $y(t)$ are solutions of initial value problem (7.1.1) with $x(0)=$ $Q^{-1} u(T)=u(0)$, the uniqueness of a solution yields

$$
\phi(t)=y(t), \text { that is, } y(t+T)=Q y(t)
$$

for all $t \in[0,+\infty)$ and this completes the proof.

### 7.2 An existence theorem

The next result ensures that the generalized ODE 7.1.1 has at least one $(Q, T)$ affine periodic solution. It is important to mention that the calculations used to prove this result coming from the following papers [39] and [40], but here we are dealing with the Kurzweil integral, which encompasses many types of integrals such as Riemann and Lesbegue.

A new version of the following theorem using different tools can be found in 12.
Theorem 7.2.1. Let $D \subset \mathbb{R}^{n}$ be an open bounded set. Suppose the following conditions are satisfied for generalized ODE 7.1.1):
(i) For each $\lambda \in[0,1]$, every affine-periodic solution $x(t)$ of generalized ODE 7.1.1) satisfies the following property: if $x(t) \in \bar{D}$, then

$$
x(t) \notin \partial D, \text { for every } t \in[0, T] .
$$

(ii) If $\operatorname{Ker}(I-Q) \neq\{0\}$, then

$$
\operatorname{deg}(g, D \cap B, 0) \neq 0
$$

where $B$ has finite dimension and the funtion $g$ is given by

$$
\begin{equation*}
g(a):=\frac{1}{T} \int_{0}^{T} D[P F(a, t)] \tag{7.2.1}
\end{equation*}
$$

and $P: \mathbb{R}^{n} \longrightarrow \operatorname{Ker}(I-Q)$ is the orthogonal projection. Then the generalized ODE (7.1.1) has at least one $(Q, T)$-affine periodic solution $x_{*}$ in $G$, satisfying $x_{*}(t) \in \bar{D}$, for every $t \in[0, T]$.

Proof. Consider the boundary value problem

$$
\begin{gather*}
\frac{d x}{d \tau}=D[\lambda F(x, t)]  \tag{7.2.2}\\
x(T)=Q x(0) \tag{7.2.3}
\end{gather*}
$$

where $\lambda \in[0,1]$. Let $x(t)$ be any solution of (7.2.2)-(7.2.3). Then

$$
x(T)=x(0)+\lambda \int_{0}^{T} D F(x(\tau), t)
$$

By (7.2.3), we have

$$
Q x(0)=x(0)+\lambda \int_{0}^{T} D F(x(\tau), t)
$$

Denote $x(0)$ by $x_{0}$, then

$$
(I-Q) x_{0}=-\lambda \int_{0}^{T} D F(x(\tau), t)
$$

We need to consider two cases with respect to $\operatorname{Ker}(I-Q)$ :

Case 1. $\operatorname{Ker}(I-Q) \neq\{0\}$
Case 2. $\operatorname{Ker}(I-Q)=\{0\}$

The proof of Case 1 is extensive, therefore we will first list the main steps.
Consider the set

$$
X=\{x \in G: x(t) \in D\}
$$

and define the operator

$$
\begin{gathered}
S:[0,1] \times X \rightarrow G \\
\quad(\lambda, x) \longmapsto S(\lambda, x)
\end{gathered}
$$

given by
$S(\lambda, x)(s):=x_{k e r}^{0}+\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F(x(\tau), t)$
for every $s \in[0, T]$, where $\mathcal{T}:=\left.(I-Q)\right|_{I m(I-Q)}$. We will prove that every fixed point $x$ of $S(\lambda, \cdot)$ is a solution of 7.2 .2 - 7.2 .3 . Then after some calculations it will follow that $x$ is a solution of 7.2 .2 - $(7.2 .3)$. The next step of Case 1 will be to prove the existence of fixed points of the operator $S(1, \cdot)$. In order to do this, we use results from Chapter 1, concerning the topological degree theory. We wil prove that a certain operator $H(\lambda, x)$, defined in terms of the orthogonal projection $P: \mathbb{R}^{n} \longrightarrow \operatorname{Ker}(I-Q)$, is compact and this requires some work. Following this, we will prove that the degree of $I-H$ is well-defined. This also requires a few lines. At this point, we will consider, still in Case $1, \lambda=0$ and $\lambda \in(0,1]$. We will prove that the degree of $I-H$ does not vanish, so that condition (ii) of Definition 1.2 .3 is fulfilled and this will imply the existence of a fixed point of the operator $S(1, \cdot)$.

Finally we go to Case 2 which follows easier by some facts which can be derived similarly as in the proof of Case 1. So let us begin the proof of Case 1.

Case 1. $\operatorname{Ker}(I-Q) \neq\{0\}$

In this case, $(I-Q)^{-1}$ does not exist. Thus, using a coordinate transformation, we can define

$$
Q=\left(\begin{array}{cc}
I & 0 \\
0 & Q_{1}
\end{array}\right)
$$

where $\left(I-Q_{1}\right)^{-1}$ exists.
Consider the orthogonal projection $P: \mathbb{R}^{n} \longrightarrow \operatorname{Ker}(I-Q)$. Then

$$
\begin{align*}
(I-Q) x_{0} & =(I-Q)\left(x_{K e r}^{0}+x_{\perp}^{0}\right) \\
& =-\lambda \int_{0}^{T} D F(x(\tau), t) \\
& =-\lambda \int_{0}^{T} D[P F(x(\tau), t)]-\lambda \int_{0}^{T} D[(I-P) F(x(\tau), t)] \tag{7.2.4}
\end{align*}
$$

where $x_{K e r}^{0} \in \operatorname{Ker}(I-Q), x_{\perp}^{0} \in \operatorname{Im}(I-Q)$ and $x_{0}=x_{\text {Ker }}^{0}+x_{\perp}^{0}$.
Define the operator $\mathcal{T}:=\left.(I-Q)\right|_{\operatorname{Im}(I-Q)}$. It is clear that $\mathcal{T}^{-1}$ exists. Therefore, (7.2.4) is equivalent to

$$
(I-Q) x_{K e r}^{0}=-\int_{0}^{T} P D F(x(\tau), t)=0
$$

since $x_{\text {Ker }}^{0} \in \operatorname{Ker}(I-Q)$ and

$$
\begin{equation*}
(I-Q) x_{\perp}^{0}=-\lambda \int_{0}^{T}(I-P) D F(x(\tau), t) \tag{7.2.5}
\end{equation*}
$$

Also, since $\mathcal{T}^{-1}$ exists, we can rewrite (7.2.5) as

$$
\begin{equation*}
x_{\perp}^{0}=-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) \tag{7.2.6}
\end{equation*}
$$

Now, let us consider the set

$$
X=\{x \in G: x(t) \in D\} .
$$

and define the operator

$$
\begin{gathered}
S:[0,1] \times X \rightarrow G \\
\quad(\lambda, x) \longmapsto S(\lambda, x)
\end{gathered}
$$

given by
$S(\lambda, x)(s):=x_{k e r}^{0}+\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F(x(\tau), t)$
for every $s \in[0, T]$.
We want to prove that every fixed point $x$ of $S(\lambda, \cdot)$ is a solution of 7.2.2)-(7.2.3).
Assume that $x$ is a fixed point of $S(\lambda, \cdot)$. Then
$x(s)=x_{\text {Ker }}^{0}+\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F(x(\tau), t)$
Taking $s=0$ in 7.2.7, we have

$$
x_{0}=x(0)=x_{\text {Ker }}^{0}+\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)
$$

Then, by (7.2.6), we have

$$
x_{0}=x_{\text {Ker }}^{0}+x_{0}^{\perp}+\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]=x_{0}+\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]
$$

Therefore

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} D[P F(x(\tau), t)]=0 \tag{7.2.8}
\end{equation*}
$$

Since $x_{0}=x_{\text {Ker }}^{0}+x_{\perp}^{0}$, by (7.2.6), we have

$$
\begin{equation*}
x_{0}=x_{\text {Ker }}^{0}-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) \tag{7.2.9}
\end{equation*}
$$

Applying $Q$ in (7.2.9) and remembering that $x_{\operatorname{Ker}}^{0} \in \operatorname{Ker}(I-Q)$, we have

$$
\begin{align*}
Q x_{0} & =Q x_{K e r}^{0}-\lambda Q \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) \\
& =x_{K e r}^{0}-\lambda Q \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) \tag{7.2.10}
\end{align*}
$$

On the other hand, notice that

$$
\begin{align*}
\lambda(I-Q) \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) & =\lambda(I-P) \int_{0}^{T} D F(x(\tau), t) \\
& =\lambda(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int D[P F(x(\tau), t)] \\
& =\lambda \int_{0}^{T} D F(x(\tau), t) \tag{7.2.11}
\end{align*}
$$

Using (7.2.11, we obtain

$$
\begin{align*}
\lambda Q \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) & =\lambda(I-(I-Q)) \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t) \\
& =\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)-\lambda \int_{0}^{T} D F(x(\tau), t) \tag{7.2.12}
\end{align*}
$$

Then, by (7.2.8), (7.2.10) and 7.2.12, we conclude that

$$
\begin{gathered}
Q x_{0}=x_{K e r}^{0}-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{T} D F(x(\tau), t) \\
=x_{K e r}^{0}+\frac{1}{T} \int_{0}^{T} P D F(x(\tau), t)-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{T} D F(x(\tau), t) \\
=x(T)
\end{gathered}
$$

Thus, $Q x_{0}=x(T)$.
By (7.2.8), we have

$$
x(s)=x_{K e r}^{0}+\frac{1}{T} \int_{0}^{T} P D F(x(\tau), t)-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F(x(\tau), t)
$$

$$
\begin{gathered}
=x_{K e r}^{0}+x_{\perp}^{0}+\lambda \int_{0}^{s} D F(x(\tau), t) \\
=x_{0}+\lambda \int_{0}^{s} D F(x(\tau), t)
\end{gathered}
$$

since 7.2.9 holds. Therefore, $x$ is a solution of 7.2.2)-7.2.3).
Now, we need to prove the existence of fixed points of the operator $S(1, \cdot)$. In order to do that, let $M>0$ be a constant such that

$$
\sup _{\substack{s \in[0, T] \\ x \in X}}\left\|\int_{0}^{s} D F(x(\tau), t)\right\|<M
$$

and

$$
G_{\lambda}=\left\{x \in G:\left|\frac{x(t)-x(s)}{t-s}\right| \leq \lambda M ; \forall t \neq s\right\} .
$$

Let $\alpha_{\lambda}: G \longrightarrow G_{\lambda}$, that is, for all $x \in G, \alpha_{\lambda}(x) \in G_{\lambda}$ and $\alpha_{\lambda}(x)=x$, whenever $x \in G_{\lambda}$. We will use the topological degree theory from the previous section to prove the existence of a fixed point of $S(\lambda, \cdot)$.

Let us consider the set

$$
\widetilde{D}=\{x \in X ; x(t) \in \bar{D}, \forall t \in[0,1]\}
$$

and define the operator

$$
\begin{gathered}
H:[0,1] \times \widetilde{D} \rightarrow G \\
\quad(\lambda, x) \longmapsto H(\lambda, x)
\end{gathered}
$$

given by

$$
\begin{gathered}
H(\lambda, x)(s)=x_{k e r}^{0}+\frac{1}{T} \int_{0}^{T} D\left[P F\left(\alpha_{\lambda} \circ x(\tau), t\right)\right] \\
-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F\left(\alpha_{\lambda} \circ x(\tau), t\right)+\lambda \int_{0}^{s} D F\left(\alpha_{\lambda} \circ x(\tau), t\right),
\end{gathered}
$$

for every $s \in[0, T]$. It is clear that $H(\lambda, x) \in G$.
We need to prove that $H$ is a homotopy of compact transformations on $\widetilde{D}$. By Definition 1.2.4 it is sufficient to prove:
(a) for each $x \in \widetilde{D}, H(\lambda, x)$ is continuous in $\lambda \in[0,1]$.
(b) $H(\lambda, x)$ is continuous in $x \in \widetilde{D}$ and for each $\lambda \in[0,1]$ fixed.
(c) $H(\lambda, x)$ is relatively compact in $\widetilde{D}$.

We will prove (a). Given $\lambda_{1}, \lambda_{2} \in[0,1]$ and $s \in[0, T]$, we have

$$
\begin{gathered}
\left\|H\left(\lambda_{1}, x\right)(s)-H\left(\lambda_{2}, x\right)(s)\right\| \\
\leq\left\|\frac{1}{T} \int_{0}^{T} D\left[P F\left(\alpha_{\lambda_{1}} \circ x(\tau), t\right)\right]-\frac{1}{T} \int_{0}^{T} D\left[P F\left(\alpha_{\lambda_{2}} \circ x(\tau), t\right)\right]\right\| \\
+\left|\lambda_{2}-\lambda_{1}\right|\left\|\mathcal{T}^{-1}(I-P)\right\|\left\|_{0}^{T} D F\left(\alpha_{\lambda_{2}} \circ x(\tau), t\right)-\int_{0}^{T} D F\left(\alpha_{\lambda_{1}} \circ x(\tau), t\right)\right\| \\
+\left|\lambda_{1}-\lambda_{2}\right|\left\|\int_{0}^{s} D F\left(\alpha_{\lambda_{1}} \circ x(\tau), t\right)-\int_{0}^{s} D F\left(\alpha_{\lambda_{2}} \circ x(\tau), t\right)\right\| \\
\leq \frac{1}{T} \int_{0}^{T}\left\|\alpha_{\lambda_{1}} \circ x(t)-\alpha_{\lambda_{2}} \circ x(t)\right\| d h(t)+\left|\lambda_{2}-\lambda_{1}\right|\left\|\mathcal{T}^{-1}(I-P)\right\| 2 \int_{0}^{T} d h(t)+\left|\lambda_{1}-\lambda_{2}\right| 2 \int_{0}^{s} d h(t) \\
\leq \frac{1}{T} \int_{0}^{T}\left\|\left(\alpha_{\lambda_{1}}-\alpha_{\lambda_{2}}\right) x\right\|_{\infty} d h(t)+\left|\lambda_{2}-\lambda_{1}\right|\left\|\mathcal{T}^{-1}(I-P)\right\| 2 \int_{0}^{T} d h(t)+\left|\lambda_{1}-\lambda_{2}\right| 2 \int_{0}^{s} d h(t) \\
\leq \frac{1}{T}\left|\lambda_{2}-\lambda_{1}\right|\|x\|_{\infty}[h(T)-h(0)]+\left|\lambda_{2}-\lambda_{1}\right|\left\|\mathcal{T}^{-1}(I-P)\right\| 2[h(T)-h(0)] \\
+\left|\lambda_{1}-\lambda_{2}\right| 2[h(T)-h(0)]
\end{gathered}
$$

where we used the fact that $F$ satisfies the conditions of Definition 2.1.4 and the fact that $\alpha_{\lambda}$ is continuous on $\lambda \in[0,1]$. Therefore, $H(\lambda, x)$ is continuous in $\lambda \in[0,1]$.

Now, we will prove (b). Let $\varepsilon>0,0<\delta<\epsilon, x, y \in \widetilde{D}$ such that $\|x-y\|<\delta$ and $s \in[0, T]$. Then

$$
\begin{gathered}
\|H(\lambda, x)(s)-H(\lambda, y)(s)\|= \\
\leq\left\|x_{\text {ker }}^{0}-y_{\text {ker }}^{0}\right\|+\left\|\frac{1}{T} \int_{0}^{T} D\left[P F\left(\alpha_{\lambda} \circ x(\tau), t\right)\right]-\frac{1}{T} \int_{0}^{T} D\left[P F\left(\alpha_{\lambda} \circ y(\tau), t\right)\right]\right\| \\
+|\lambda|\left\|\mathcal{T}^{-1}(I-P)\right\|\left\|\int_{0}^{T} D F\left(\alpha_{\lambda} \circ y(\tau), t\right)-\int_{0}^{T} D F\left(\alpha_{\lambda} \circ x(\tau), t\right)\right\| \\
+|\lambda|\left\|\int_{0}^{s} D F\left(\alpha_{\lambda} \circ y(\tau), t\right)-\int_{0}^{s} D F\left(\alpha_{\lambda} \circ x(\tau), t\right)\right\| \\
\leq\left\|x_{k e r}^{0}-y_{k e r}^{0}\right\|+\frac{1}{T} \int_{0}^{T}\left\|\alpha_{\lambda} \circ x(t)-\alpha_{\lambda} \circ y(t)\right\| d h(t) \\
+|\lambda|\left\|\mathcal{T}^{-1}(I-P)\right\| \int_{0}^{T}\left\|\alpha_{\lambda} \circ x(t)-\alpha_{\lambda} \circ y(t)\right\| d h(t)
\end{gathered}
$$

$$
\begin{gathered}
+|\lambda| \int_{0}^{s}\left\|\alpha_{\lambda} \circ x(t)-\alpha_{\lambda} \circ y(t)\right\| d h(t) \\
\leq \varepsilon+\frac{1}{T} \int_{0}^{T}\left\|\alpha_{\lambda}(x-y)\right\|_{\infty} d h(t) \\
\leq|\lambda|\left\|\mathcal{T}^{-1}(I-P)\right\| \int_{0}^{T}\left\|\alpha_{\lambda}(x-y)\right\|_{\infty} d h(t)+|\lambda| \int_{0}^{s}\left\|\alpha_{\lambda}(x-y)\right\|_{\infty} d h(t)
\end{gathered}
$$

where the inequality follows from Lemma 2.1.5 and by the fact that $\alpha_{\lambda}$ is continuous on $G$, for each $\lambda \in[0,1]$.

We claim, for each $\lambda \in[0,1]$ fixed, $H(\lambda, x)$ is relatively compact in $\widetilde{D}$, that is, (c) holds.

In fact, let $M \subset \widetilde{D}$ be bounded and consider the set

$$
\mathcal{A}=\{H(\lambda, x), x \in M\}
$$

We need to prove that $\mathcal{A}$ is relatively compact in $G$. Notice that

$$
\begin{aligned}
\|H(\lambda, x)(0)\| & =\left\|-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F\left(\alpha_{\lambda} \circ x(\tau), t\right)\right\| \\
& \leq\left\|\mathcal{T}^{-1}(I-P)\right\|[h(T)-h(0)]
\end{aligned}
$$

for every $x \in M$, where the last inequality follows from Lemma 2.1.5. In fact, the operator $\mathcal{T}^{-1}(I-P): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is linear, thus it is bounded. Therefore, $\|H(\lambda, x)(0)\|$ is bounded.

By Lemma 2.1.5, we have

$$
\left\|H(\lambda, x)\left(s^{\prime}\right)-H(\lambda, x)(s)\right\|=\left\|\lambda \int_{s^{\prime}}^{s} D F\left(\alpha_{\lambda} \circ x(\tau), t\right)\right\| \leq\left|h(s)-h\left(s^{\prime}\right)\right|
$$

for every $s, s^{\prime} \in[0, T]$ and every $x \in M$. Then, by Theorem 2.1.10, $\mathcal{A}$ is relatively compact and this completes the proof.

In what follows, we will prove that

$$
0 \notin(I-H(\lambda, \cdot))(\partial \widetilde{D}), \text { for every } \lambda \in[0,1]
$$

where $I$ is the identity operator on $\widetilde{D}$.
Let us assume, by contradiction, that

$$
0 \in(I-H(\lambda, \cdot))(\partial \widetilde{D}), \text { for every } \lambda \in[0,1]
$$

Then, there exists $\widehat{x} \in \partial \widetilde{D}$ such that

$$
\begin{equation*}
I(\widehat{x})=H(\lambda, \widehat{x}), \text { for every } \lambda \in[0,1] \tag{7.2.13}
\end{equation*}
$$

We need to consider two cases: $\lambda=0$ and $\lambda \in(0,1]$.
Let $\lambda=0$. Then

$$
G_{0}=\left\{x \in G:\left|\frac{x(t)-x(s)}{t-s}\right| \leq 0 ; \forall t \neq s\right\}
$$

Thus $\alpha_{0} \circ \widehat{x}(t)=p$, for every $t \in[0, T]$. By (7.2.13), we obtain

$$
\widehat{x}(s)=\widehat{x}_{K e r}^{0}+\frac{1}{T} \int_{0}^{T} D\left[P F\left(\alpha_{0} \circ \widehat{x}(\tau), t\right)\right]=H(0, \widehat{x})(s)
$$

which implies

$$
\widehat{x}(s)=\widehat{x}_{K e r}^{0}+\frac{1}{T} \int_{0}^{T} D[P F(p, t)]=H(0, \widehat{x})(s)
$$

This means that $\hat{x}(s)=p$, for every $s \in[0, T]$. Thus

$$
\frac{1}{T} \int_{0}^{T} D[P F(p, t)]=0
$$

By the definition of $g(a)$ in 7.2.1), we have $g(p)=0$.
On the other hand, $\widehat{x}(t) \in \partial \widetilde{D}$. Then there exists $t_{0} \in[0, T]$ such that $\widehat{x}\left(t_{0}\right) \in \partial D$. Since $\widehat{x}(t)=p$, for every $t \in[0, T]$, we have $p \in \partial D$. Thus, $p \in \partial D$ and $g(p)=0$, which contradicts (ii), because we assumed $\operatorname{deg}(g, D, 0) \neq 0$.

Now, consider $\lambda \in(0,1]$. By (7.2.13), we obtain

$$
\begin{gathered}
\widehat{x}(s)=\widehat{x}_{k e r}^{0}+\frac{1}{T} \int_{0}^{T} \operatorname{PDF}\left(\alpha_{\lambda} \circ \widehat{x}(\tau), t\right) \\
-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F\left(\alpha_{\lambda} \circ \widehat{x}(\tau), t\right)+\lambda \int_{0}^{s} D F\left(\alpha_{\lambda} \circ \widehat{x}(\tau), t\right)=H(\lambda, \widehat{x})(s) .
\end{gathered}
$$

Note that

$$
\left|\frac{\widehat{x}(t)-\widehat{x}(s)}{t-s}\right|=\frac{\lambda}{|t-s|}\left\|\int_{s}^{t} D F\left(\alpha_{\widehat{\lambda}} \circ x(\tau), t\right)\right\| \leqslant \frac{\lambda}{|t-s|}|t-s| M=\lambda M
$$

Therefore, we conclude $\widehat{x} \in G_{\widehat{\lambda}}$. It means that $\alpha_{\widehat{\lambda}} \circ \widehat{x}=\widehat{x}$. Then,

$$
\widehat{x}(s)=\widehat{x}_{k e r}^{0}+\frac{1}{T} \int_{0}^{T} D[P F(\widehat{x}(\tau), t)]-\widehat{\lambda} \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(\widehat{x}(\tau), t)+\widehat{\lambda} \int_{0}^{s} D F(\widehat{x}(\tau), t)
$$

As before, one can prove that $\widehat{x}$ is a solution of $(7.2 .2)-(7.2 .3)$. However, $\widehat{x} \in \partial \widetilde{D}$, which contradicts the hypothesis $(i)$, since $\widehat{x} \notin \partial \widetilde{D}$.

Notice that the set $H(0,\{x\})$ is contained in the space of the constant functions on $G$, for every $x \in \partial \widetilde{D}$, denoted by $B$. Then, using Theorem 1.2.5, we obtain

$$
\begin{aligned}
& \operatorname{deg}_{L S}(I-H(1, \cdot), \widetilde{D}, 0)=\operatorname{deg}_{L S}(I d-H(0, \cdot), \widetilde{D}, 0) \\
& \operatorname{deg}\left(I-\left.H(0, \cdot)\right|_{\widetilde{D} \cap B}, \widetilde{D} \cap B, 0\right) \\
& =\operatorname{deg}(-g, \widetilde{D} \cap B, 0)=(-1)^{n} \operatorname{deg}(g, \widetilde{D} \cap B, 0) \neq 0
\end{aligned}
$$

where this equality follows from Definition 1.2 .1 , Corollary 1.1 .4 and (ii). Therefore, there exists $\widehat{x}_{*} \in \widetilde{D}$, such that

$$
H\left(1, \widehat{x}_{*}\right)=\widehat{x}_{*}
$$

Consequently,

$$
\widehat{x}_{*}=H\left(1, \widehat{x}_{*}\right)=S\left(1, \widehat{x}_{*}\right)
$$

Thus, $\widehat{x}_{*}$ is a fixed point of $S(1, \cdot)$ in $X$. Then, $\widehat{x}_{*}$ is a solution of (7.2.2)-(7.2.3).

Case 2. $\operatorname{Ker}(I-Q)=\{0\}$
If $\operatorname{Ker}(I-Q)=\{0\}$, then $(I-Q)^{-1}$ exists. Thus,

$$
\begin{equation*}
x_{0}=-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F\left(\alpha_{\lambda} \circ x(\tau), t\right) \tag{7.2.14}
\end{equation*}
$$

Define the operator

$$
\begin{aligned}
H:[0,1] \times \widetilde{D} & \rightarrow G\left([0, T], \mathbb{R}^{n}\right) \\
(\lambda, x) & \longmapsto H(\lambda, x)
\end{aligned}
$$

given by

$$
H(\lambda, x)(s)=-\lambda \mathcal{T}^{-1}(I-P) \int_{0}^{T} D F(x(\tau), t)+\lambda \int_{0}^{s} D F\left(\alpha_{\lambda} \circ x(\tau), t\right)
$$

for every $s \in[0, T]$.
In order to use the topological degree theory, we need to prove that $H(\lambda, x)$ is a homotopy of compact transformations in $\widetilde{D}$. But this fact follows analogously to what we did in Case 1. Moreover, as in Case 1, we can conclude that

$$
0 \notin(I-H)(\partial \widetilde{D} \times[0,1])
$$

By Theorem 1.2.5 and (i) from Definition 1.2.3, we obtain

$$
\begin{aligned}
& \operatorname{deg}_{L S}(I-H(1, \cdot), \widetilde{D})= \\
& =\operatorname{deg}_{L S}(I-H(0, \cdot), \widetilde{D}) \\
& =\operatorname{deg}_{L S}(I, \widetilde{D}, 0)=1 \neq 0
\end{aligned}
$$

By (ii) from Definition 1.2 .3 , there exists $\widehat{x}_{*} \in \widetilde{D}$ such that

$$
I\left(\widehat{x}_{*}\right)=H\left(1, \widehat{x}_{*}\right),
$$

that is,

$$
\widehat{x}_{*}(s)=\widehat{x}_{*}(0)+\int_{0}^{s} D F\left(\widehat{x}_{*}(\tau), t\right)
$$

since (7.2.14) holds. Therefore, $\widehat{x}_{*}$ is a solution of (7.2.2)-(7.2.3).
We conclude, by Lemma 7.1.2, that the generalized ODE (7.1.1) has a (Q,T)-affine periodic solution $x_{*}:[0, \infty) \rightarrow \mathbb{R}^{n}$, which is an extension of $\widehat{x}_{*}:[0, T] \rightarrow \mathbb{R}^{n}$.
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