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ABSTRACT

Crack Network Monitoring upon Curing and Drying of High-Alumina

MgO-Containing Refractory Castable via Digital Image Correlation

MgO particles are added to high-alumina refractory castable formulations to

form spinel at high temperatures. However, these particles react with water form-

ing brucite, which causes heterogeneous expansions in the material that usually

induces damage. Damage was studied by Impulse Excitation Techniques, which

gives access to a global Young’s modulus. Digital Image Correlation (DIC) is a

full-field technique that can provide field information about damage. In this dis-

sertation, DIC was applied to cubic and bar-shaped specimens of the refractory

castable mentioned, during curing and drying, in an in-house climatic chamber.

This application was validated by tomographic volumes that showed cracks ini-

tiating on the surface and propagating to the center of the specimen. The im-

ages were analyzed using the software Correli-3.0, which implements a global

approach (i.e., FE-based DIC). The Mechanical Regularization and the Bright-

ness and Contrast Correction tools were applied to enhance the use of fine dis-

cretizations. The cracks were identified and quantified using maximum principal

strain fields, which is the basis of other parameters defined in the dissertation

(e.g., the Mean Crack Opening Displacement and the Surface Crack Density).

The importance of a Representative Elementary Volume was highlighted by com-

paring the results of cubic and bar-shaped specimens. Further, the Principal

Component Analysis was applied to the displacement and the maximum eigen

strain fields obtained via DIC. It revealed the crack network as the most rele-

vant component with a temporal development of a sigmoidal curve where a two-

parameter Weibull law was satisfactorily fitted. The approach allows the need for

user-defined thresholds to be avoided for crack quantification Finally, an Adaptive

Meshing (AM) procedure was implemented to locally refine the mesh on regions

with cracks.

Keywords: Digital Image Correlation; Crack Network; Singular Value Decompo-

sition; Adaptive Meshing
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RESUMO

Monitoramento da rede de trincas durante a cura e secagem de concreto

refratário aluminoso contendo MgO via Correlação de Imagens Digitais

Partículas de MgO são adicionadas a formulações de concretos refratários

aluminosos para formar espinélio em altas temperaturas. Estas partículas reagem

com a água formando brucita durante o processamento do concreto, causando

expansões localizadas que geralmente danificam o material. A evolução do dano

vem sendo estudada pela técnica de Excitação por Impulso (EI), na qual este

é uniformizado por todo o CDP. Correlação de Imagens Digitais (CID) é uma

técnica que proporciona informações mais detalhadas como campos de dano.

Nesta tese, a CID foi aplicada para CDPs de formato cúbico e de barra, pro-

duzidos com o concreto refratário mencionado. O concreto foi curado e secado

em uma câmara climática construída no laboratório, a qual possui janelas para

aquisição de imagens. A aplicação da CID foi validada por análise de todo o

volume de um CDP via tomografia, a qual permitiu observar que as trincas se

iniciam na superfície e propagam para o centro. Métodos de Regularização

Mecânica e de Correções de Brilho e Contraste foram aplicados para utilizar

discretizações refinadas. As trincas foram identificadas e classificadas usando

os campos de deformação principal máxima. A Análise de Componentes Prin-

cipais (ACP) foi aplicada aos campos de deslocamento e deformação principal

máxima obtidos via CID. Os resultados da ACP revelaram que a rede de trincas

é a componente mais relevante e sua evolução no modo temporal tem um for-

mato sigmoide, ao qual foi possível ajustar satisfatoriamente uma lei de Weibull.

Um procedimento que utiliza uma Malha Adaptativa (MA) foi implementado para

refinar a malha de maneira local em regiões que contêm trincas. Os métodos

desenvolvidos nesta tese demonstraram ser viáveis para a análise da evolução

do dano durante a cura e secagem de materiais refratários e têm potencial para

a aplicação em outros fenômenos que envolvem a fissuração superficial de ma-

teriais por imagens digitais.

Palavras-chaves: Correlação de Imagens Digitais; Rede de trincas; Decom-

posição em Valores Singulares; Malha Adaptativa.
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1 INTRODUCTION

Refractory materials are capable of keeping their physical properties (e.g.,

mechanical and thermal) and functionalities in extreme environments. The re-

fractory castables class corresponds to materials made of aggregates bounded

by a cementitious matrix [1]. These materials are used for thermal insulation

in the base industry that uses high-temperatures, i.e., the sectors that produce

steel, metallic alloys, oil, and glass. For all these examples, the refractory mate-

rial is generally in contact with corrosive substances at high-temperatures. The

development of these materials directly promotes the base industry, for example,

by increasing the lifetime of the parts and reducing expenses, which justifies re-

searches in this field. High alumina castables containing magnesia (MgO) may

present some advantages. To exemplify, magnesia and alumina (Al2O3) react to

form spinel phase (MgAl2O4) in situ at temperatures above 1200 °C. Microstruc-

tures containing spinel have high resistance against basic slag and thermal shock

damage [2, 3]. The spinel phase can be produced at lower temperatures if fine

particles of MgO are added to the castable, since they are more reactive [4–6].

Usually, the raw materials are mixed with water during the processing of the casta-

bles. The magnesia in high alumina MgO-containing hydrates spontaneously pro-

ducing brucite (Mg(OH)2) during them curing and drying steps [7]. The hetero-

geneous brucite formation promotes a considerable expansion because of the

specific volume difference between magnesia (vMgO = 0.28 cm3g−1) and brucite

(vMg(OH)2 = 0.47 cm3g−1). It is worth noting that the fine MgO particles, which

are more efficient for spinel formation, are also efficient for hydration during the

process [7]. The expansion during the in situ brucite formation acts directly on the

mechanical properties of the part. A moderated reaction closes voids increasing

the Young’s modulus [8], acting as a binder. However, excessive reaction dam-

ages the material [7, 9, 10].

The Bar Resonance technique (BR) [11] is commonly used to evaluate vari-

ation in Young’s modulus and, consequently, the overall damage caused by the

MgO hydration during curing and drying of refractory castables containing MgO [7,
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9, 10, 12]. Another well known procedure is the Impulse Excitation Technique

(IET) [13], which has been applied to measure the damping caused by microstruc-

tural modifications of refractory castables after thermal shock damage [14], and

the Young’s modulus of alumina castables [15].

Another way to quantify damage is via Digital Image Correlation (DIC), a full-

field measurement technique that can be applied to the MgO hydration case to

understand the crack network formation. DIC provides displacement and strain

fields to quantify damage [16]. Also, it does not require mechanical contact with

the specimen, allowing the latter to be kept in a climatic chamber during the entire

test [17].

DIC can be briefly described by the registration of the pixel gray levels of a

reference image and other images acquired at different instants, in which the

specimen configuration has changed by the effect of loadings (e.g., those induced

by heterogeneous expansion due to MgO hydration in the present case). DIC

was carried out using the Correli 3.0 code [18] that maps displacement fields of

regions in the images. For DIC to perform well, pixels with a random distribution of

gray values are necessary, which are usually obtained by speckling paint on the

specimen surface. Sometimes, it is possible to use the original surface texture

of the material. In global DIC, the displacement fields are discretized using a

finite element mesh. Each element contains a group of pixels and the correlation

algorithm computes the nodal displacements, which can be used to calculate

strain fields.

The use of DIC has contributed significantly to the analysis of mechanical ex-

periments by increasing the gathered amount of information. When applied to

mechanical tests, 2D-DIC (i.e., using only one camera) provides planar strain

fields, whose analysis permits, for instance, the evaluation of the Poisson’s ra-

tio during the entire loading and estimates of the volumetric strain for isotropic

materials [16]. DIC can be used to calibrate or validate material models when

combined with mechanical tests that induce non-uniform strain states [19]. More-

over, the technique is able to compare many material points submitted to different

strain states in one single specimen (e.g., displacement and strain fields during
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processing or in the work-life of ceramic materials). The technique has been used

in many fields of mechanical, civil, and materials engineering. However, applying

DIC during the processing of materials is still a field to be explored.

Correli 3.0 [18] is the software that has been used to apply DIC to advanced

experiments. It is being developed at the Laboratoire de Mécanique et Technolo-

gie (LMT) of École Normale Supérieure Paris-Saclay by François Hild and col-

laborators. The software (and the previous versions) has been used at DEMa -

UFSCar by the research group of Rodrigo B. Canto for conventional and non-

conventional mechanical tests (e.g., tensile and compression tests of layered

composites with polymeric matrix [20–22], in uniaxial tension [23, 24], compres-

sion [25], fracture [26], visco-elastic materials [27], and sintering processes [28],

for polymeric materials [29], simple compression and Brazilian tests for metallic

powder green compacts [30, 31]; fracture analysis by the wedge splitting test on

refractory materials [32–34].

DIC has already been applied to characterize refractory materials at labo-

ratory scales [35, 36] to determine crack initiation [37], to study drying of con-

cretes [38], and to monitor cracks during drying of refractory castables [17] using

coarse meshes, which were improved in this doctorate. Applying DIC to measure

damage in materials can increase substantially the gathered information as men-

tioned in a review written by Hild et al. [39]. In the sequel, new methodologies

are presented to apply DIC in situ for studying the MgO hydration keeping the

specimens inside a climatic chamber, which contributes to the effort to control the

reaction and profit from the binder effect that occurs before damage initiation. The

main challenge is to reduce the size of the elements in DIC analyses to improve

the detection of very small cracks. However, the use of a fine mesh also makes

the DIC results more sensitive to noise. In this context, the tasks completed dur-

ing this doctorate are described as follows. A climatic chamber from previous

studies [17] was improved to reduce water condensation on the windows, and to

allow for the acquisition of images of two faces of the sample. New molds were

crafted to diminish the influence from the molding process and also to study cubic

specimens that ensure a representative volume element (considering the size of
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aggregates).

Real life experimental conditions are very complex, and most of the time, sci-

entists and engineers cannot control all experimental variables to create a per-

fect environment where experiments are carried out. DIC experiments usually

involve lighting fluctuations that generate noise in the results. One new feature

of Correli 3.0 [18] is the Brightness and Contrast Corrections (BCC). The effect

of different BCCs was studied to overcome the uncertainties caused by lighting

changes. Further, by applying PCA to DIC results, more information can be pro-

vided than the well-known denoising effect. For example obtaining the spatial and

the temporal modes makes it possible to follow the kinetics of a damaging hydra-

tion reaction by means of kinematic analyses. The most interesting contribution

is that the information about the crack network development is provided by an

algebraic procedure, the PCA, and no inferences are made about what should be

considered a crack or not. The first spatial mode shows that the crack opening

field is the most relevant cause of displacement when the fluctuations due to rigid

body motions are discarded. The first temporal is used to follow the kinetics of

the underlying reaction.

Finally, an adapted mesh optimized for the present cases was developed to

reduce the computational cost. The numerical procedures to deal with the hang-

ing nodes in the proposed adaptive meshing use Lagrange multipliers in the DIC

scheme. The locally refined meshes are compared with their analog uniform

mesh (UM) with the smallest element size to study the computational cost reduc-

tion. There was a discrete but satisfactory gain for the present case, where the

crack network diffuses on the surface. However, this procedure has great poten-

tial to reduce the computational requirement for single crack experiments. Also, it

can bring good advantages if applied to Digital Volume Correlation.
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2 BIBLIOGRAPHIC REVIEW

2.1 Refractory castables

Refractory materials are capable of keeping their properties (e.g., mechan-

ical, chemical, and physical) in functional levels when submitted to aggressive

environments [40]. They are technical ceramics composed of large aggregates

surrounded by a fine phase called matrix. The main application of this class of

materials is the lining of furnaces, boilers, and vessels where they are directly

exposed to corrosive substances and high temperatures. Their crucial role in this

industry makes refractory ceramics a strategic material for scientific and tech-

nological advances [1, 41–43]. There are many processing routes for refractory

materials. The raw materials can be transformed by pressing the particles in a

preform to produce bricks and valves, for example. This kind of refractories are

called shaped, when they are classified by the processing. In contrast, there are

the refractory castables that are processed by adding a liquid, generally water,

to the particles. They can be monolithic if processed in situ, for example, in the

furnace lining, or can be cast into parts [1]. The castables installation is fast,

practical, and cheaper if compared to shaped parts installations. Besides, their

jointless feature dimishes corrosion [1]. This class of refractories has been gain-

ing interest due to the demand of industries of the primary sector: oil, glass, and

steel or other alloys. Since the early 20 th century, researchers have been seek-

ing new methods of improving the efficiency of the processes, extend the lifetime

of products and enhance the failure predictability, always considering the danger

of the processes where refractories are employed [44].

The raw materials used in the formulation of refractory materials (i.e., parti-

cles, matrix components, binding agents, and others) are carefully selected to

obtain phases and microstructures that are suitable for the desired application.

Besides, the formulation also affects processing steps, for example, the mixture,

installation, cure, and drying of castables. The last two steps are more time and
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energy-consuming than the others. As a consequence, there is interest in reduc-

ing the periods of curing and drying to optimize processing routes [45].

Among refractories, the ones containing MgAl2O4 spinel in their microstruc-

ture are of extreme interest for the steel industry because they have high chemi-

cal resistance against steel slag [46]. The spinel phase can be added directly to

the castable formulation (called pre-formed spinel) or be produced in situ by the

reaction of alumina and magnesia at high temperatures of ≈ 1400 °C (called in

situ spinel). The former started to be added to refractory castable formulations

in the later 80s in Japan. Nevertheless, in the next decade, fine MgO particles

were added to the formulation of castables to reduce the reaction temperature

to 1200 °C [12, 46, 47]. The spinel formation is a challenge for the dimensional

control of parts because there is an expansion effect due to the difference in

the specific volume of the product and the reactants (MgO and Al2O3), which is

associated with the subject of this thesis. The expansion does not occur in the

pre-formed spinel formulations; despite this, the corrosion resistance of the in situ

spinel is higher than the former, which justifies its demand [48]. The MgO con-

taining formulation is a challenge in itself, because of its fast hydration, which is

usually excessive and damages the material. More details about MgO-containing

refractories are presented in Section 2.6. On the following sections the concepts

that affect the formulation are described.

2.2 Models to optimize the particle size distribution

The term “particulate aggregates” is shorten by “aggregates” in this text. The

refractory materials are generally made of a backbone of large aggregates, with

the average size reaching the order of centimeters. Their packing is not per-

fect and creates voids, which are filled by smaller aggregates that compose the

matrix [49]. The number of voids in a material, i.e., the packing of aggregates,

directly affects the physical properties of the final product, such as mechanical

strength, thermal conductivity, permeability and corrosion resistance [50]. About

refractory castables, the packing also influences the rheological features of the

batch during mixing and casting, the times of curing and drying, and the thermo-
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mechanical behavior [51, 52]. It is then evident the importance of characterizing

the size distribution of the raw materials. The granulometric fractions may as-

sume a monodispersion where all particles have approximately the same size or

a polydispersion with a variety of sizes [53]. Polydispersions can be generated by

mixing many monodispersions. The mixture of fractions is beneficial because it

increases the packing and, consequently, the density of the final part. The strat-

egy of optimizing the particle size distribution can be described by choosing the

proportion and the size of each fraction step by step. First, the larger particles

create large voids. Then they are filled by smaller particles that generates smaller

voids to be filled by even smaller particles. The steps are repeated successively

until the desired packing is achieved [49]. For refractory castables, many granu-

lometric fractions with a variety of size ranges are combined. The choice of the

fraction and its proportion is assisted by mathematical models, of which the most

popular are the models by Furnas, Andreasen, and Alfred [53, 54].

Furnas [55] proposed an approach based on discrete fractions (monodisper-

tions) and on the assumption that the best packing can be obtained when the

smaller aggregates fit into the voids generated by the larger ones. However,

monodispertions are extremely difficult to obtain due to technical limitations, and

the real ones are very narrow polydispersion fractions. This technical obstacle

compromised the application of this model. Nevertheless, it was the inspiration

for the following models.

The Andreasen [54] model aims to optimize the packing considering the size

relation between different fractions as:

CPFT

100
= ( D

DM

)
q

(2.1)

where CPFT means Cumulative Percent Finer Than (wt.%) the size D, DM is

the larger size of aggregates, and q is the packing module, which expresses the

ratio between coarse and fine aggregates, i.e., a high q means more coarse ag-

gregates than fine ones [54]. Dinger and Funk [53] revisited Furnas’ model em-

ploying a rigorous mathematical treatment. They proposed a more realistic model
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nominated Alfred’s model in praise of the University they worked, which takes into

account polydispersion fractions:

CPFT

100
= ( D

q −Dq
m

Dq
M −Dq

m
) (2.2)

whereDm is the size of the smallest aggregate. All these models with increasingly

robustness improves the final packing efficiency [56].

The above mathematical models help improving the packing optimization.

However, they have some limitations, for example, they do not consider the mor-

phology of the aggregates, the friction among them, their inherent porosity, and

the formation of agglomerates of fractions with D < 100 µm. These limitations rep-

resent the distance between theoretical prediction and experimental results [57,

58]. Ortega et al. [59] highlighted the consolidation effect (i.e., rigidity due to cap-

illarity forces), which must be considered because of the presence of water in

the process. The water is crucial in the castable casting, and it is liberated dur-

ing the drying and sintering of the part, which affects the final porosity. Besides

that, the authors observed that formulations using smaller aggregates are close

to theoretical prediction.

The matrix of castables is formed by fine fractions with D ≤ 100µm, whereas

fractions with larger particles are denominated coarse aggregates [60]. The as-

semble of fine aggregates in the vicinity of the coarse ones is disorganized due

to the high diversity of sizes, which creates a phenomenon called wall effect. It

is the cause of poor packing and the appearance of voids around the coarse

aggregates, resulting in a porous region denoted as Interfacial Transition Zone

(ITZ) [50, 61, 62]. The presence of these defects is directly related to the propor-

tion between coarse and fine aggregates. To exemplify, a formulation with DM

Dm
> 10

diminishes the wall effect and produces a dense refractory part, hence, a formu-

lation with DM

Dm
< 10 generates a material with defects, which are not necessarily

bad, because these defects can act as ducts, increasing the castable permeabil-

ity, and permitting that the part be submitted to a faster drying protocol. Thus, the

ITZ is a source of defects in the material that can affect the crack network during
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the curing and drying of refractory castables.

Interfacial Transisition Zone
(ITZ)

D
en

si
ty Bulk density

Distance from 
large aggregate

Figure 2.1: Illustration of the ITZ for the packing of aggregates with different sizes.
Adapted from Roy et al. [62]

2.3 Rheological behavior

Refractory castables can be cast in a unique part with a specific shape, or

they can be applied in situ. For the later, they are pumped and pneumatically

“shot” onto the installation surface. These examples depict the relevance of rhe-

ological behavior. A liquid, generally water, is added to the solid fractions during

the castable preparation. The liquid is evaporated during the drying and firing of

the castable, producing voids in the final product. One of the castable industry

challenges is to reduce the water content without compromising the castable flu-

idity that is required for the application. Fine and superfine aggregates can act as

“lubricants” improving the yielding of the coarse ones, which is a strategy to over-

come the mentioned challenge [57, 63–66]. The castables can be classified by

their rheological behavior in self-flowing and vibratable. The later demands me-

chanical vibration during the casting. Following Andreasen’s model, formulation

with q < 0.26 generates self-molding castables, whereas 0.26 < q < 0.30 produces

vibratable ones [64].
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2.4 Effect of hydraulic binders on the curing of refractory castables

Binders are additives that promote mechanical strength to the castables dur-

ing the curing. They can be classified according to the mechanism that generates

the binding effect, e.g., hydraulic, chemical, coagulating, and sol-gel. The mech-

anism of hydraulic binders is the hydration of the components, and is the chosen

class for the present work. They are the hydratable alumina (HA) [67] and, despite

the damage caused by the excessive hydration, the magnesia. The hydraulic

binder HA is commonly used in the industry. Its hydration generates a thick layer

of Al2O3 gel, which not only links coarse and fine aggregates by filling the voids

among them, but also generates sufficient green mechanical strength [68]. Spe-

cial care is required because of the hydrates produced by this class of binders,

mainly during the drying of the castable. This care is due to the amount of water

released by the decomposition of the hydrates, which can cause the spalling of

the part [69, 70].

The kinetic of hydration can be evaluated by diverse techniques. Among

them, the Ultrasonic Wave Propagation (UWP) and the Termogavimetric Anal-

yses (TGA) are highlighted. The UWP is based on the propagation velocity of

the ultrasonic wave inside the material, which is related to its mechanical prop-

erties, i.e., the material cohesion (or its rigidity) is related to faster propagation.

This technique has been employed to study refractory castables, because it can

be applied from the fluid batch (few moments after casting) until the end of the

curing step, and also, because it can identify possible voids generated [71–73].

The castable is cast in special molds, generally made of silicone and equipped

with supports for the transducers of the UWP device.

An example of the velocity evolution of the waves in a high alumina castable,

and the division of the three steps of the binding effect are shown in Figure 2.2.
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Figure 2.2: Ultrasound wave propagation velocity during the curing of a castable. Three
stages indicate significant changes in the material cohesion. Adapted from Simonin et

al. [72]

The three stages are:

I. contains the effects of the aqueous phase and ultra-fine particles, which is

characterized by a low and constant velocity attributed to the discontinuous

medium;

II. represents the castable percolation by hydrates formation, in this stage the

wave propagation velocity increase quickly;

III. a plateau of velocity that signs the end of the hydration reaction [72].

The excessive hydration of the binder can damage the material and decrease the

velocity (in stage III) due to the formation of voids.

In the TGA technique, the sample mass is monitored during a heating pro-

gram. In this context, the technique is usually used in the study of hydraulic

binders to evaluate the amount of water released to the ambient, and it can also

distinguish between the adsorbed water and the one chemically bonded to the

material by using the releasing temperatures. Nevertheless, TGA can be used to

program the drying protocol of refractory castables [74, 75].
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2.5 Drying of refractory castables

Vaporization is the extraction of a liquid from a material. It depends on the

pressure, the concentration of liquid in the ambient and the temperature. How-

ever, if the liquid is water, the process is called drying [76]. This process can be

divided into three steps:

1. the water present in the surface of the castable is removed, depending on

the temperature and relative air humidity for constant pressure;

2. capillarity forces promote the transportation of water from the center of the

material to its surface, which is constant while the amount of water in the

material and in the ambient do not achieve an equilibrium [75];

3. with the increase of temperature, the water passes from liquid to steam at

≈ 100 °C.

If there is no open channels for the steam to diffuse, the pressure inside the

material can increase drastically and, if the mechanical strength is surpassed,

the phenomenon of spalling can be triggered.

Some strategies are applied to increase the heating rate during the drying

(decreasing the time and production costs), for example, polymeric fibers are

inserted in the castables or the microstructure is projected to generate open pores

for releasing steam, preventing severe damage to the material. The polymers

used in the first example are polypropylene and polyethylene terephthalate that

decomposes at temperatures between 120 and 170 °C and at 200 and 270 °C,

respectively [77, 78].

2.6 Magnesia hydration in refractory castables

The addition of MgO particles is a challenge [79] because its easy hydration

produces brucite (Mg(OH)2):

MgO +H2O →Mg(OH)2. (2.3)
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Usually the magnesia content is restricted to 10 wt.% and the aggregates must

have a size of about 40 µm to reduce the reaction rate [41].

Brucite (Mg(OH)2) is a crystalline phase with a specific volume of ≈ 0.42 cm3g−1,

which is larger than the specific volume of its predecessor MgO ≈ 0.28 cm3g−1, re-

sulting in a volumetric expansion of ≈ 50% [3]. If the localized deformation caused

by the hydration induces a stress state that surpasses the strength of the mate-

rial, cracks are generated during the curing and drying. However, the deformation

(i.e., the hydration of MgO) is a result of many factors, such as: the MgO source;

its interaction with other components as fibers and binders; and the voids content

capable of accommodating the localized expansion [3]. Besides the crack forma-

tion, the fraction of MgO also affects the rheology of the castable, because more

water is needed, and the time of service is reduced. In fact, MgO is very hygro-

scopic, i.e., readily adsorbs water from the ambient, promoting the generation of

brucite during the curing and drying [3]. Even with the mentioned adversities, if

the hydration reactions can be controlled to provide only the expansion necessary

to close the voids, without initiating damage, the brucite formation could be used

as a binder. In this context, Salomão et al. [80] studied the effect of the water

content in the hydration of MgO and observed that the formulation with less wa-

ter and, consequently, fewer pores, presented an Apparent Volumetric Expansion

(AVE) greater than the formulation with more water. Nevertheless, it was also

shown in [80] that the hydration closes the pores, and the overall expansion can

be measured after that. Another example of the search for the hydration control is

the study carried out using different MgO particles sources. It was observed that

more reactive particles (i.e., nanometric Calcinated Magnesia) generate initially

better mechanical properties as quantified by the increase in the Young’s modu-

lus (E), followed by an abrupt decrease due to damage. On the other hand, the

less reactive particles (i.e., Dead Burnt Magnesia) showed a moderate and stable

increase of E [7].

The hydration mechanism has different effects for monocrystalline and poly-

crystalline MgO. When the former is in contact with water, molecules are ad-
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sorbed on the crystal surface and react with the oxide, generating a homoge-

neous layer of brucite. This layer diminishes the reaction propagation [81]. The

reaction causes a conformational change in the crystal, transforming the cubic

structure of MgO to the hexagonal structure of Mg(OH)2. In this process, a local-

ized expansion is generated and microcracks can be formed in the brucite layer.

This damage allows other water molecules to react with the MgO fraction inside

the monocrystal and re-starts the hydration reaction [3]. The commercial grades

of MgO are polycrystalline, i.e., aggregates made by many monocrystals. The

hydration reaction starts in the grain boundaries because these regions have low

atomic packing and high free energy. Therefore, the expansion due to hydration

occurs among the grains and separates them. After total separation the reaction

follows as described for the monocrystals (Figure 2.3) [3].

Figure 2.3: Schematics of the MgO hydration and its consequences for a) monocrystals
e b) polycrystals. Extracted from Salomão et al. [3]

Birchal et al. [82] suggested a semi-empirical model to describe the trans-

formation of MgO into Mg(OH)2 at temperatures between 35 and 90 °C. In the

model, the conversion rate increases proportionally with temperature as can be
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seen in Figure 2.4.
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Figure 2.4: MgO hydration kinectis at different temperatures. The dots are experimental
data and lines were obtained by applying the model proposed by Birchal et al. [82].

Extracted from Birchal et al. [82]

Not only external conditions but features of MgO aggregates also directly af-

fect the hydration. MgO can be obtained by the calcination of magnesite, a min-

eral that contains ≈ 47.6 wt.% of MgO. However, the type of MgO aggregates

depends on the calcination temperature [83]:

• from 900 to 1300 °C, Caustic Magnesia (CM) is formed;

• from 1500 to 1800 °C, Dead Burnt Magnesia (DBM) is formed;

• above 1800 °C, Electrically Fused Magnesia is formed.

Higher temperatures generate larger and less reactive particles. The high

reactivity of CM is adequate to form the spinel phase at lower temperatures [4].

However, this feature also promotes hydration, which can cause severe damage

to the material during processing. In contrast, the electrically fused magnesia

reactivity is low and compromises the spinel formation, and this type is not usually

used for this purpose. The DBM has moderate reactivity [84].

At the beginning of curing, the castable is fluid enough to accommodate the

localized expansion due to the hydration. However, after the binding mecha-

nism ceases, there are few pores remaining to accomplish this function, and
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new expansion generates stress that may damage the material [85]. To illus-

trate that, Souza et al. [7] applied the Bar Resonance (BR) technique to evaluate

the changes in E during the curing of alumina castables containing MgO and

Calcium Aluminate Cements (CAC), because the later increases the green me-

chanical strength. Four formulations were tested, two of them without CAC but

using DBM or CM, and the other two with 6 wt.% CAC and one of the magne-

sia types. They produced bar-shaped specimens (25×25×150 mm3) for the BR

and cylinders (40×40 mm2) for splitting compression test (also called Brazilian

test [86]) to evaluate the mechanical strength by the rupture limit (σf ). The results

are shown in Figure 2.5.
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Figure 2.5: Young’s modulus obtained by BR and mechanical strangth during Brazilian
tests for different formulations: a) CM with and without CAC and b) DBM with and

without CAC. Adapted from Souza et al. [7]
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One can notice a peak in E for formulations containing CM. It is caused by

the reactivity of this magnesia type promoting the expansion that closes voids in

the early stages (E increases) but also damages the material due to the men-

tioned excess (E decreases). On the contrary, no damage was detected for the

formulation with DBM (low reactivity). The presence of CAC retarded the onset

of damage (CM containing formulation), which was related to the improvement of

mechanical properties generated by the cement. By comparing the techniques,

the authors pointed out that BR is more accurate than the Brazilian test because

the former is a nondestructive technique [7].

Salomão et al. [3] presented a creative new approach to evaluate the expan-

sion due to hydration of high alumina MgO-containing refractory castables. The

batch was cast into thin wall molds with cylindrical shape (70×70 mm2) made by

a special polymer to avoid adhesion of the castable. Also, a thin cut was made in

the wall of the mold to reduce displacement constraints (Figure 2.6). The height

and diameter of the specimens were measured during 7 days of curing in an

environment saturated by vapor, and each specimen was submitted to a differ-

ent temperature (8, 30, 50, and 80 °C). The measurements composed what was

called Apparent Volumetric Expansion (AVE) expressed by:

Vi =
Hi ⋅ π ⋅ (Di − 2tick)2

4
(2.4)

AV E = 100 ⋅ VE − V0

V0

(2.5)

where, for a given volume Vi, H is the height of the specimen, D is the diameter

of the mold and tick is the thickness of the mold wall. V0 is the initial volume of

the specimen and VE is its volume after expansion. Evidently, the AVE is a global

measurement of the specimen volumetric expansion. The authors used high

alumina refractory castables containing 6 wt.% of DBM and 5.5 wt.% of water.

The mixture was cast under vibration. They also produced cylinders for Brazilian

tests (40×40 mm2) to measure the fracture stress [3]. The results are depicted in

Figure 2.7.
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Figure 2.6: Schematics of the experimental procedure to evaluate AVE. Adapted from
Salomão et al. [3]

b)

a)

Figure 2.7: MgO hydration effects on the high-alumina refractory castables during the
curing: a) AVE and b) Mechanical strength during Brazilian test. Extracted from

Salomão et al. [3]
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The results for tests carried out at 50 and 80 °C show that there is a match

between the increase of AVE and the decrease in the fracture stress values, in-

dicating that the damage was caused by the expansion (or hydration). For the

test at 8 °C, there was no AVE registered and a slow increase of fracture stress,

which points out that the expansion was closing voids during the period of mea-

surement. Also, the test carried out at 30 °C showed a slight decrease in σf and

a moderate increase of AVE [3]. This methodology to measure the global expan-

sion (represented by AVE) could be brought to the light of full-field analysis by

using DIC, that allows access to localized phenomena (e.g. cracks) and to better

comprehend the fracture mechanisms and kinetics.

2.7 Digital Image Corrrelation (DIC)

DIC is a full-field technique used to measure displacements that can be ap-

plied to images scaled from nanometers to kilometers for the pixel size. This

range only depends on the device used to acquire the images [16]. The displace-

ment fields between material points are measured on the surface of interest, and

they can be used to calculate strain fields. The gathered amount of information

is larger than that obtained by traditional extensometry [87]. In the context of

this thesis, the technique has been applied to analyze the development of crack

networks [17, 32, 88–91].

The material points present relative displacements when the specimen is sub-

mitted to mechanical loads [92], or when physicochemical reactions promote de-

formations, as in the context of this thesis. A reference image f acquired before

loading is compared with another of the specimen in a deformed state g. Both

images are represented by a matrix of gray levels. DIC is based on the assump-

tion that the gray levels of every pixel at position x in the reference image f are

identical in the image g, but displaced by u

f(x) = g(x + u(x)). (2.6)

The area of interest Ω is the part of the image where the displacement field is
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sought. Applying the L2-norm to estimate the difference between images yields

φ2
c =∑

Ω

[f(x) − g(x + u(x))]2
. (2.7)

where φ2
c is the overall gray level residual. By using this methodology, the mea-

sured displacements are obtained as

{υDIC} = arg min
{υ}

φ2({υ}). (2.8)

Different pixels can assume the same gray level, meaning that many solutions

for the above system are possible. It can be classified as an ill-posed prob-

lem [93]. Two methodologies can be used to improve the conditioning of the

system, namely, local and global approaches. Dealing with noisy images, the

former is not as efficient as the latter [94]. Another advantage of global DIC is

the possibility to integrate DIC with numerical simulations and analytical solu-

tions [32, 34, 95]. Hereafter, these differences are highlighted.

Local DIC

In local DIC, the ROI is partitioned into small subgroups of pixels called Zones

of Interest (ZOI), and the displacement u is measured at the center of each ZOI

by, for instance, the maximization of the cross-correlation product to reduce the

gray level differences [96–99]

uDIC = arg max
v

C[v] (2.9)

with

C(v) = ∑
ZOI

f(x)g(x + v). (2.10)

In this local analysis, the mean displacement is the only quantity that is kept [99].

The latter has the least uncertainty of any displacement interpolation within the

ZOI [94].

The Zero-Normalized Cross-Correlation (ZNCC) is a way to overcome local
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brightness and contrast variations [100]. The images are normalized by subtract-

ing the mean brightness of the considered ZOI, and dividing by the corresponding

standard deviation

f(x) = f(x) − ⟨f⟩ZOI√
⟨(f − ⟨f⟩ZOI)2⟩ZOI

. (2.11)

The same correction is performed on g. To summarize, this correction considers

f ≈ f(x) and g ≈ g(x) in Equation (2.10).

Global DIC

Global DIC consists in performing the analysis over the whole ROI (and not

subdividing it into small interrogation windows). The first propositions were based

upon spectral decompositions of the displacement field [101, 102]. Then, FE

discretizations were considered [87, 103, 104]. The sought displacement field is

written as

v(x) =∑
i

υiΨi(x), (2.12)

where Ψi(x) are FE shape functions, and υi nodal displacements. In this thesis,

3-noded triangular element meshes were used to carry out DIC analyses [105].

The deformed image corrected by such displacement fields becomes

g̃{υ}(x) = g(x +∑
i

υiΨi(x)) (2.13)

where the column vector {υυυ} gathers all nodal displacements υi. In global DIC,

the gray level differences are globally minimized over the ROI, that is

Tg({υυυ}) = ∣∣g̃{υυυ}(x) − f(x)∣∣2ROI (2.14)

such that the sought displacement is the argument that minimizes Tg({υυυ})

{υυυ}DIC = arg min
{υυυ}

T ({υυυ}). (2.15)

Equation (2.15) corresponds to a nonlinear least squares minimization. For in-

stance, a Gauss-Newton scheme can be selected. Let us then consider small
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amplitudes of nodal displacement corrections δυi, and a 1st order Taylor expan-

sion of g̃ with respect to the current estimate of the nodal displacements {υυυ}

g̃{υ}(x + δυiΨi(x)) = g̃{υ}(x) +∇∇∇g̃{υ}(x) ⋅Ψi(x)δυi (2.16)

≈ g̃{υ}(x) +∇∇∇f(x) ⋅Ψi(x)δυi (2.17)

where the additional assumption ∇∇∇g̃{υ}(x) ≈ ∇∇∇f(x) was used to perform this cal-

culation once for all and not at each iteration. With such linearization, the approx-

imated least squares functional is quadratic in terms of displacement corrections.

Its minimization then leads to a linear system

[M]{δυ} = {F}, (2.18)

where [M] is the (symmetric semi-definite positive) Hessian, and {F} the right-

hand side term, whose components read

Mij = ∑
ROI

(∇f(x) ⋅Ψi(x)) (∇f(x) ⋅Ψj(x)) ,

Fi = ∑
ROI

(∇f(x) ⋅Ψi(x)) ρ{υ}(x), (2.19)

with

ρ{υ}(x) = f(x) − g̃{υ}(x). (2.20)

the gray level residuals associated with the current estimate of the nodal displace-

ments {υυυ}.

When iteratively solving system of equations (2.18), the nodal displacements

and the corrected image are updated. The procedure continues until a conver-

gence criterion is reached, namely, when the maximum amplitude of the nodal

displacement corrections becomes less than a selected threshold (i.e., 10−4 px in

the present cases).

DIC is not restricted to traditional FE discretization. It is also possible to

disconnect nodes of the mesh on the crack path, if it is known (e.g., using the
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gray level residuals [106]), enrich the kinematics [107], or employ analytical so-

lutions [108], whose amplitudes υi are replaced by a group of parameters that

describes a constitutive model [32, 91, 108]. Numerical simulations can also be

used instead [109, 110]. DIC can also be regularized by a mechanical model

via so-called Mechanical Regularization (MR) [111, 112]). This procedure pro-

vides a more refined discretization with no increase of measurement uncertain-

ties [109, 111, 112]. For instance, elastic regularization highlights cracks since

they are not accounted for in the model [39].

DIC has already been used by Saracura [17, 113] to study the damage caused

by MgO hydration, without MR or other procedures to overcome experimental

challenges that are described in this thesis. Saracura used specimens with di-

mensions 25 × 25 × 150 mm3 to apply the BR method and DIC. The author

compared the results of both techniques showing that the decrease in Young’s

modulus E (BR) coincided with the increase in the superficial crack density (de-

termined via DIC) [17, 113]. However, the selected dimensions did not result in a

Representative Volume Element (RVE) (i.e., the smallest edge should be at least

10 times the size of larger heterogeneities) facing the size of the larger aggre-

gates (i.e., 6 mm).

2.8 Mechanical Regularization (MR)

One of the many advantages of using FE-DIC is the possibility to apply the

equilibrium gap method as a way to enforce mechanical admissibility [112, 114].

Let us assume that the linear elastic law applies to the system being evaluated.

Then, the equilibrium equations are

[K]{u} = {f}, (2.21)

where [K] is the stiffness matrix, and {f} the vector of nodal forces. If the dis-

placement field u does not satisfy equilibrium, force residuals {fr} arise

{fr} = [K]{u} − {f}. (2.22)
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In the absence of body forces, the nodal forces of inner nodes must vanish,

which makes the goal of the equilibrium gap approach the minimization of

φ2
m = {u}⊺[K]⊺[K]{u}, (2.23)

where ⊺ is the transpose operator, and φ2
m the summation of the L2-norm of all

equilibrium gaps of the inner nodes.

To minimize simultaneously the correlation residuals φ2
c and the equilibrium

gap φ2
m, a total cost function is written

(1 + ωm)φ2
t = φ̃2

c + ωmφ̃2
m, (2.24)

where ωm is the weight that defines the scale associated with the equilibrium

gap, φ2
t the total residual, φ̃2

c and φ̃2
m normalized residuals. The importance of

normalization is to convert the residuals into dimensionless quantities [115]. It is

carried out by considering a trial displacement field in the form of a plane wave

v(x) = v0 exp(ik ⋅ x), where v0 is the amplitude and k the wave vector. The

normalized residuals become

φ̃2
c =

φ2
c

{v}⊺[M]{v} , φ̃2
m = φ2

c

{v}⊺[K]⊺[K]{v} . (2.25)

The wavelength dependence of {v}⊺[K]⊺[K]{v} is of the fourth-order, and the

quantity {v}⊺[M]{v} is independent of k. Tomičević et al. [112] defined the weight

as

ωm = (2π∣k∣`m)4 (2.26)

where `m is the regularization length for φ2
m. Therefore, the weight put on the

MR cost function is higher as `m raised to the power 4. The value chosen for `m

should be small enough to fit in small ROIs but large enough to avoid discretiza-

tion artifacts [115]. Specifically for this doctorate, whose objective is to monitor

cracks, the value of `m needs to be as small as possible, otherwise displacement

jumps in the crack path are spread over adjacent elements.
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2.9 Brightness and Contrast Correction (BCC)

Many phenomena can disturb the optical flow (i.e., changes in gray levels of

pixels due to motions). They may be related to lighting of the experiment [93, 99],

drifts of electron beams in SEMs [116, 117], and variations of the refractive in-

dex caused by temperature gradients between the imaging device and the sam-

ple [118]. Various gray level correction procedures have been reported in the

literature for local DIC approaches [99]. The (ZNCC) criterion is one of the most

popular corrections [100]. For instance, this type of correction was used to in-

vestigate crack propagation in rocks [119]. Another known correction is a gray

level average to minimize high temperature effects [120]. Gray level corrections

were also introduced in global DIC via brightness and contrast field changes [93].

Some specific cases used the gray level corrections, for example, DIC analyses

of infrared pictures [121, 122], and distortion corrections of infrared lenses [123].

Tests performed at temperatures up to 1860°C, for which gray level inversions

occurred, can also be monitored via global DIC [124] (Figure 2.8).

(a) Reference image (b) Image after heating step

Figure 2.8: Change in gray levels due to heating. Adapted from [124]

In the experimental set up utilized in this doctorate, the conservation of gray

levels is disturbed by temperature and air humidity (processing conditions) be-

cause they alter the refractive index of air [125].
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In the above-described procedure, gray level conservation was assumed dur-

ing optical flow. If such hypothesis is no longer satisfied, the previous residuals

φc{υ}(x) can still be lowered in a second step by considering brightness and con-

trast corrections (with no changes in displacements)

φbcc(x) = φc{υ}(x) + q(x, f), (2.27)

where q(x,f) is the gray level correction field that depends on the position x, and

the gray levels of f . Polynomial expansions can be considered (e.g., as used for

displacement estimations [93, 123]). In this thesis, the first two terms are selected

q(x, f) ≈ b(x) + c(x)f(x) (2.28)

and correspond to the brightness correction field b, and the contrast correction

field c. As for the displacement field, the two correction fields are written as

b(x) =∑
k

bkθk(x) and c(x) =∑
k

ckθk(x), (2.29)

where θk(x) are (scalar) FE shape functions, bk nodal brightness and ck nodal

contrast corrections. The latter ones are obtained by minimizing the L2-norm of

φbcc with respect to the column vector {ςςς} gathering all corrections bk and ck. In

the present case, a standard least squares minimization is performed (i.e., no

iterations are needed). From these estimates, a corrected reference image f̂ is

computed

f̂(x) = b(x) + (1 + c(x))f(x), (2.30)

and instead of using f in the first DIC step, the corrected reference image f̂ is

considered. Therefore, a staggered algorithm is used to minimize φbcc(x), namely,

first minimizing φ{υυυ}(x) for given gray level corrections, and then φbcc(x) at fixed

nodal displacements φ{υυυ}(x). These two steps are repeated until final conver-

gence [126].
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2.10 Principal Component Analysis (PCA) applied to DIC results

The Singular Value Decomposition (SVD), usually the first step of Principal

Component Analysis, is a model order reduction technique. It has been used in

modal analysis for dynamic systems [127] and for image denoising [128]. Tre-

buňa et al. [129] applied SVD to displacements obtained by stereo-DIC to find the

vibration modes of a piece of paper in front of a speaker. The authors showed a

potential methodology to study dynamic systems via DIC and two fast cameras.

Grama and Subramanian [130] applied PCAs to horizontal and vertical displace-

ment fields to compute the strain fields from DIC results using synthesized pairs of

images to recreate different analytical cases. They proposed the PCA as a tool to

reduce dimentionality of the displacement data and mitigate noise. The effective-

ness of PCA on noise reduction for DIC displacement fields was also evaluated

by Hao et al. [131]. The authors used PCA to reduce spurious fluctuations in

high-temperature DIC results. The procedure was applied to displacement fields

for a synthetic set of images and another using images from a tensile test at high

temperature. The displacement fields obtained directly by DIC were compared to

the other obtained after the PCA procedure, whose effectiveness was proven.

Passieux and Périé [132] presented a new approach to DIC procedure based

on PGD. During PGD, SVD is applied to obtain the modes, and then the corre-

lation problem is solved by summing the best-ranked ones, in each iteration, im-

proving the candidate displacement fields. The results were displacement fields

at the pixel scale without the use of a super fine mesh that would be required for

traditional FE based DIC (i.e., only 12 points in the vertical and 12 in the horizontal

directions were used).

Spacetime DIC registrations of infrared images were conducted with a re-

duced set of modes constructed via numerical thermomechanical simulations of

laser shocks on stainless steal plate [133]. The previous model order reductions

were performed a posteriori to extract meaningful modes. An alternative route

consists in performing such procedures on the fly corresponding a PGD strategy.
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2.11 Adaptive meshing

The design of the mesh is crucial for the Finite Element Method. The appli-

cation target can be a numerical simulation problem, or FE-DIC described above.

In both cases, the user has to base their choices about mesh designing on their

experience [134]. To overcome this issue, Babuška and Rheinboldt [134] devel-

oped a-posteriori error estimate procedures for FE analyses, which give the error

in terms of localized quantities. This feature permitted the authors to develop an

adaptive optimization of the FE mesh. The objective of an adaptive meshing is

to gain control of the discretization error by increasing the number of DOFs in

regions where the initial mesh is not adequate [135]. The adaptive refinement of

the mesh can be divided into three strategies:

1. h-refinement that subdivides the elements;

2. p-refinement that increases the order of the approximation (i.e., the shape

functions);

3. hp-refinement that is a combination of both.

The p-refinement is easier to implement since it does not affect the mesh con-

nectivity. This procedure has already been used for DIC [136], increasing the

resolution without reducing the element size. Kleinendorst et al. [137] also imple-

mented p-refined DIC using special shape functions called Non Uniform Rational

Basis Spline (NURBS). NURBS permit that nodes have different connectivities,

thereby forming what is called T-joints [138]. Further, NURBS need less iterations

than the Legendre polynomials to perform well [137].

During a localized h-refinement, some nodes located in the middle of an edge

between two elements (e.g., one subdivide and others not), can present different

numbers of connectivities. To illustrate it, let us consider a structured mesh with

2 triangular elements (Figure 2.9(a)).
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Figure 2.9: Examples of mesh refinement of type h.

If each element is divided into 4 new elements of the same size, the result is

shown in Figure 2.9(b). However, if only the element 143 is subdivided into 4 new

ones, it will generate one hanging node (node 6 in Figure 2.9(c)), which does not

have the correct number of connectivities. For localized h-refinement, at least one

node is created on the edge that separates the subdivided domain and the initial

one. The presence of hanging nodes makes the mesh non-conformal, which may

induce numerical artifacts (especially in DIC).

An apparent easy alternative to overcome the hanging nodes is to divide the

elements creating a new node in the centroid and connecting it to the element

vertices (Figure 2.9(c)). However, this approach generates slender elements

that compromise the calculations [139]. To overcome this drawback, Baldi and

Bertolino [139] reconstructed the mesh. Although this strategy goes against the

goal of mesh refinement that tries to increase the Degrees of Freedom (DOFs)

and increasing as less as possible the computational cost. An alternative solu-

tion is proposed in this thesis, which uses Lagrange multipliers to prescribe the

displacement of hanging nodes based on the displacement of the adjacent (also

called parent) nodes [140].
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3 MATERIALS AND METHODS

3.1 Materials

The studied material is a high-alumina refractory castables containing 6 wt.%

of caustic magnesia (98 wt.% MgO, d90 < 33 µm, RHI-Magnesita, Brazil), and high

specific surface area, were formulated following the Alfred packing model with

q = 0.26 using tabular (Almatis, Germany) and reactive (CL370 and CT3000SG)

aluminas as raw materials. A polycarboxylate ether-based dispersing agent was

added (Castament® FS60, BASF, Germany), and water was adjusted to provide

80% of initial flow under vibration [141]. The Al2O3-MgO castable formulation

used in this study is summarized in Table 3.1.

Table 3.1: Composition of the studied Al2O3-MgO based castables

Raw materials [wt.%]
Tabular alumina (d ≤ 6 mm) 81
Tabular alumina (d < 45 µm) 6
Reactive alumina (CL370) 2

Reactive alumina (CT3000SG) 5
Caustic magnesia (SA = 24.57 m2g−1) 6

Water 5.1 wt.% and dispersant 0.2 wt% of the total weight.

3.2 Specimen production

The composition was prepared in a castable rheometer and homogenized for

10 min. The resulting mix was cast under vibration into silicone molds with internal

dimensions of 150 × 25 × 25 mm3 (Figure 3.1(a)), a typical size for IET specimens,

and 70 × 70 × 70 mm3 for the cubic samples (Figure 3.1(b)). The edge size of

the cubes (70 mm) was chosen because it is more than ten times the average

diameter of the largest aggregates (≈ 6 mm) to provide a representative volume

element (RVE). The flexibility of the silicone helps the demolding process without

the need of a release agent. After casting, the specimens and the mold were

stored in an in-house developed climatic chamber (see Section 4.1 on page 49),

where the image acquisitions were carried out. The specimens were demolded
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after three hours at 50°C and 50% relative air humidity. They were subsequently

prepared to provide a wide variety of gray levels for the DIC procedure, namely,

two perpendicular faces of the cubic specimens and one face of the bar-shaped

samples were speckled with black paint as the castable has a light and mat hue.

ROI

(a)

Top surface ROI

Front surface ROI

(b)

Figure 3.1: Photographs of the two main types of specimens.(a) 25 × 25 × 150 mm3 bar
(designation: 50 T1b) for IET and (b) 70 × 70 × 70 mm3 cube (designation: 50 T1c). The

Regions of Interest (ROIs) used in the DIC analyses are depicted in red, sized
≈ 14 × 144 mm2 and ≈ 60 × 60 mm2, respectively.

The experiments using the bar-shaped specimens were carried out in an envi-

ronment with 50% relative air humidity and 50°C. Similarly, the experiments using

the cube-shaped specimens were conducted at the same relative air humidity

and two different temperature levels, namely, 50 and 70°C and were duplicated.

The results of each imaged surface are presented and named by F (for the front

surface), and T (for the top), see Figure 3.1, followed by the specimen shape and

a number to distinguish duplicates. For example, the results of the second ex-

periment carried out analyzing the front surface of the cube tested at 70°C and

70% of relative air humidity are designated as T70-H70-F2c (i.e., (temperature)-

(relative air humidity)-(surface + specimen number + specimen shape)). All the

studied conditions are summarized in Table 3.2.
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Table 3.2: Studied conditions and their designated code.

Code Temperature [°C] Humidity [%] Surface Repetition Shape
T50-H50-F1c 50 50 Front 1 cube
T50-H50-T1c 50 50 Top 1 cube
T50-H50-F2c 50 50 Front 2 cube
T50-H50-T2c 50 50 Top 2 cube
T50-H70-F1c 50 70 Front 1 cube
T50-H70-T1c 50 70 Top 1 cube
T50-H70-F2c 50 70 Front 2 cube
T50-H70-T2c 50 70 Top 2 cube
T70-H50-F1c 70 50 Front 1 cube
T70-H50-T1c 70 50 Top 1 cube
T70-H50-F2c 70 50 Front 2 cube
T70-H50-T2c 70 50 Top 2 cube
T70-H70-F1c 70 70 Front 1 cube
T70-H70-T1c 70 70 Top 1 cube
T50-H50-T1b 50 50 Top 1 bar
T50-H50-T2b 50 50 Top 2 bar
T50-H50-3b* 50 50 * 3 bar
T50-H50-4b* 50 50 * 4 bar
* specimens used in the IET tests. Therefore there is no photographed surface

An equilateral cylinder with 50 mm height was fabricated following the same

procedure as the cubes and the bars (Figure 3.2). It was used in tomographic

scans to make sure that cracks begin on the surface and propagate toward the

specimen center. The chosen cylindrical shape improves the quality of the vol-

umes acquired because the X-rays transverse approximately the same length of

the material medium during the rotation, which does not happen for a cubic spec-

imen, for example.

Figure 3.2: Photographs of the cylinder specimen
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3.3 X-ray tomography

The specimen was kept at room temperature (≈ 25 °C) and room humidity

(i.e., 40-50%) for 14 days. Acquisitions were carried out with the help of the

X50-CT+ scanner (North Star Imaging, USA) located at LMT (ENS Paris-Saclay).

The X-ray tube equipped with a W target was set to 200 kV with a current of

360 µA, resulting in a power of 62 W. A 0.3 mm thick copper filter was used

to limit beam hardening. The volume of the specimen was reconstructed using

1,200 radiographs that were acquired over one 360° revolution. Each radiograph

was obtained as the average of 30 frames to reduce acquisition noise. The result

was a 3D image with 1,000 × 1,000 × 1,000 voxel definition and a resolution of

≈ 60 µm per voxel.

3.4 Image acquisition and DIC parameters

The hardware parameters of the optical setup are reported in Table 3.3. An

exposure time of 3.2 s was chosen to perform a physical average of the intensity

acquired by each pixel [142]. LED lights were put inside the climatic chamber for

lighting purposes.

Table 3.3: Image acquisition hardware parameters

Camera CANON T5 Rebel
Definition 3529 × 5296 pixels (Bayer pixels)
Color filter Bayer
Gray Levels amplitude 16 bits
Lens CANON 100 mm macro
Aperture f /22
Field of view 65 × 65 mm2

Scale 50 µm/pixel
Stand-off distance 102 cm
Rate 360 fph (set #1); 2 fph (set #2)
Exposure time 3.2 s
Patterning technique sprayed black paint
Pattern feature size♯ 4 pixels (B/W)

♯evaluated as full width at half maximum of auto-correlation function

The images were acquired as RAW files and then converted to gray scale
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TIFF images using the Bayer filter [143]. The latter is an assembly of RGB filters

arranged as a mosaic with a proportion of 25% red, 50% green, and 25% blue

on the camera sensor. The conversion from RAW to TIFF was performed as the

average of one red, two green, and one blue levels, which reduces the image

definition by a factor 2 × 2. The images were classified into two sets. For set #1,

the time interval between acquisitions was 10 s, and this set was used to study

the changes in the gray values caused by lighting variations. After the set #1, the

images of set #2 were acquired at intervals of 30 min. The set #2 was used to

monitor the cracks, evaluate the effect of MR and BCC on the cracks, and also

apply the SVD and Adaptive meshing.

3.5 Impulse Excitation Technique (IET)

The Impulse Excitation Technique (IET) was used following the ASTM E1876

standard [13] to estimate the Young’s modulus E and, indirectly, the damage

level caused by magnesia hydration. Two bar specimens were extracted from

and repositioned into the climatic chamber in intervals of ≈ 1 h to measure their

Young’s moduli, while the other two bars were kept in the climatic chamber for im-

age acquisition. The RFDA Professional device (IMCE Genk, Belgium) was used

for this procedure. The excitation mode was defined as flexure. The bar speci-

mens, specifically the region of harmonic nodes, were placed on polymeric wires.

A microphone was positioned above and a pneumatic actuator below the bar, at

the middle of its length. At least three pulses were captured before computing the

value of the Young’s modulus and the final value was obtained by the average of

the results.

3.6 Mechanical Regularization in DIC

The strain field dependence on the element size makes it a crucial parameter

for monitoring cracks. The elements should be small enough to contain only

one crack inside, otherwise, the MCOD is inaccurate. However, small elements

have fewer pixels inside, which makes them more sensitive to lighting variations,

acquisition noise, and the convergence of the algorithm is compromised.
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The Mechanical Regularization (MR) restricts the number of possible solutions

to the system, improving its conditioning, which helps its convergence. However,

the MR also smooths the displacement jumps caused by crack initiation, reduc-

ing the resolution of crack representation. In this thesis, meshes with five different

element sizes were tested, using no MR or three different lengths. As mentioned

in Section 2.8 (page 23), the regularization length raised to the power 4 is pro-

portional to the weight of the MR. The results for one image of T70-H70-T1c are

shown in Section 4.3 (page 52). The bulk type of MR was used because there are

no external loads to create Neumann’s boundary conditions, neither prescribed

displacement to create Dirichlet’s ones, which would call for additional MR treat-

ments [126].

3.7 Brightness and Contrast Correction in DIC

In this thesis, three different types of gray level corrections were used, namely

only brightness correction (B), only contrast correction (C), and brightness and

contrast (BC) corrections. Two discretizations were applied herein. The first con-

sisted of one 8-noded quadrilateral element (Q8) with the same size of the ROI.

This Q8 element was used to perform gray level corrections taking into account

the variations of brightness and contrast over the entire surface (i.e., with eight

DOF per corrected component). The second was a fine mesh (FM) composed of

3-noded triangular elements (T3) with an average size of 6 px (≈ 40,000 nodes).

This second mesh was also utilized for the discretization of the displacement

fields (i.e., DIC + BCCs) and for the analyses with no correction (i.e., standard

DIC).

The FM can be seen in a zoomed zone shown in Figure 3.3. Such mesh

covers the whole ROI (Figure 3.3) but the elements are too small to be displayed

in the reference image with no zoom. The results were designated by a tag as

standard DIC (i.e., no applied correction), and the mesh used in the correction

followed by the type of correction. For example, Q8 B means only brightness

correction using the 8-noded quadrilateral element.
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reference image

5 px
0.25 mm 

30 px
1.50 mm 

10 mm

Figure 3.3: Reference image used in the DIC analyses with an indication of the Region
of Interest (ROI) and a zoom of an area containing one open pore.

The images were processed using Correli 3.0 in which BCCs were imple-

mented, and the used parameters are shown in Table 3.4.

Table 3.4: DIC analysis parameters for BCCs analyses

DIC software Correli 3.0 [18]
Image filtering none
Element length 6 pixels
Shape functions linear (T3)
Mesh regular (see Figure 3.3)
Matching criterion see text
Interpolant cubic
Displacement noise-floor see Table 4.1 (page 63)
Strain calculation derivative of shape functions
Strain noise-floor see Table 4.1 (page 63)

3.8 DIC-based quantification of crack networks

The results provided by DIC that are reported in this thesis are the Mean Crack

Opening Displacement (MCOD) per element and the Superficial Crack Density

(SCD). The former was calculated from the mean strain tensor estimated for each

element (e) covering a domain Ωe. In the presence of cracks, the mean strain

tensor can be expressed as [144]

εεε = 1

∣Ωe∣ ∫Ωe

εεε(x)dx + 1

∣Ωe∣ ∫Γe

Ju(x)K ⊠ n(x) ds, (3.1)
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where JuK denotes the displacement jump, n the normal to the cracked surface

Γe, ⊠ the symmetrized tensorial product, εεε the strain tensor of the uncracked ma-

trix, and s the curvilinear abscissa along the crack path. In the following, it is

assumed that the strain levels due to curing and drying are negligible with re-

spect to the singular share provided by cracks. Consequently, the mean strain

tensor becomes,

εεε ≈ 1

∣Ωe∣ ∫Γe

Ju(x)K ⊠ n(x) ds. (3.2)

The MCOD JuK per FE is defined as,

JuK ⊠ n = 1

∣Γe∣ ∫Γe

JuK ⊠ n ds, (3.3)

where n is the mean crack normal. Further, it is assumed that the main opening

share is associated with the mode I regime

JuK = JuK n (3.4)

such that n then corresponds to the eigen direction associated with the average

maximum principal strain ε1. The latter is then related to the MCOD JuK by

∣Ωe∣ ε1 = ∣Γe∣ JuK (3.5)

It is worth noting that ∣Ωe∣/∣Γe∣ scales with the element size `, provided only one

crack is present in each element. This is likely to be true for small element sizes.

Consequently, the MCOD is approximated by

JuK = ` ε1. (3.6)

The SCD was estimated by the ratio of the number of damaged elements

to the total number of elements. To define damaged elements, an eigen strain

threshold ε∗1 was defined. The latter is obtained by evaluating the standard devia-

tion of the average maximum principal strain σ(ε1) for the first ten images, which
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were captured at the very beginning of the experiment with a time interval of 10 s.

As the images were recorded before crack initiation, σ(ε1) is associated to the ex-

perimental setup (i.e., fluctuations in lighting and acquisition noise of the camera

sensors). σ(ε1) was then multiplied by a factorA to account for the strains induced

by the expansion during the brucite formation before the initiation of cracks.

In order to choose an appropriate constant A, different values were tested

and the effects on SCD data at the very beginning of the experiments were in-

vestigated. Because SCD should be close to zero before crack initiation, it was

chosen as the smallest factor that resulted in a mean SCD less than 1% for the

10 initial images. For reducing the user’s influence on selecting A, additional re-

search should be carried out. As the level of ε∗1 was set (for each experiment), the

elements whose average maximum principal strain ε1 was greater than ε∗1 were

classified as damaged. The number of damaged elements De(t) was then ob-

tained as a function of time t, and then the superficial crack density (SCD) was

calculated by the equation below,

SCD(t) = De(t)
Nel

, (3.7)

where Nel is the total number of elements in the mesh.

For the analyses comparing cubic and bar-shaped samples, and different

test conditions (e.g., temperature and relative air humidity) the element size was

≈ 800 µm (or 16 pixels).

3.9 Principal Component Analyses applied to DIC

The Principal Component Analyses (PCA) was used to decompose the dis-

placement fields (horizontal and vertical components) over time, which was used

as a denoising procedure and as a tool to analyze separately the most relevant

modes. The matrix [U] was constructed with the displacements of each node
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disposed in each line, for example

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u1
1x

u1
2x

⋮
u1
mx

u1
1y

u1
2y

⋮
u1
my

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where the first subscript is the node label, and the other one is the direction of

the displacement. Therefore, each column contained the displacements of one

analyzed image pair. One given row contained the displacement evolution of one

node represented by the superscript ranging from 1 to n

[u1
1x u2

1x ⋯ un1x]

where n is the number of analyzed images. The complete matrix [U] becomes

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u1
1x u2

1x ⋯ un1y

u1
2x

⋮
u1
mx ⋱
u1

1y

u1
2y

⋮
u1
my unmx

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The input matrix, as was constructed, makes the modal matrix [V] be com-

posed of spatial modes, whereas the matrix [T] contains the temporal ones. The

Singular Value Decomposition SVD deals with rectangular matrices [U]m×n, be-
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ing m > n in this case. The product [U][U]⊺ provides a square matrix. The eigen

decomposition of the product result is carried out to define the eigen values λ

from the polynomial ρ:

ρ(λ) = det([U][U]⊺ − λ[I]) = 0 , (3.8)

The singular values are the square root of the previous eigen values (si =
√
λi).

SVD results in three matrices, namely, the singular values [S]m×n diagonal matrix

with the singular values si ordered by importance (s1 ⩾ s2 ⩾ s3 ⩾ ...sn), and the

modal matrices [V]m×m and [T]n×n, which permit matrix [U] to be recovered,

[U] = [V][S][T]⊺, (3.9)

Since the DIC displacement fields were placed in a space/time arrangement in

[U] (i.e., space information in columns and time information in rows), the matrix

[V] is composed of spatial modes (SM), whereas the matrix [T] contains the

temporal modes (TM). In the following analyses, SVD was carried out using the

algorithm implemented in Matlab (i.e., [V,S,T] = svd(U,'econ') The 'econ'option

considerably reduces the amount of RAM needed depending on the mesh size

and number of frames. For example, in cases where the number of nodes are

larger than the number of frames (i.e., [U]m×n with m > n ) the algorithm carries

out n operations, avoiding m − n repeated zero results. It considerably reduces

the amount of RAM needed. In this thesis, for example a studied case consists

of a mesh with 40,000 nodes (with two DOFs per node) and 200 images were

analyzed. Therefore a 80,000 × 200 [U] matrix was created, and the result is a

singular values matrix [S200×200] instead of a [S8000×8000].

The [S] matrix is a direct indicator that some modes are orders of magni-

tude more relevant than others because of their ranking, from higher variation to

lower. The Principal Component Analysis (PCA) truncates the [U] to obtain the
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approximation [Uk] with the first k modes.

[Uk] = [Vk][Sk][Tk]⊺, (3.10)

where [Sk] contains the first k singular values (i.e., diagonal matrix of dimension

k × k), and [Vk] and [Tk] are the corresponding reduced modal matrices of di-

mension m × k and n × k, respectively. The same PCA was applied to maximum

eigen strain ε1 fields that were also separated in space and time to form rect-

angular matrices [E]p×n, where p is the number of elements. It is worth noting

that the strains are uniform over each element and only one value was kept for

each element. The interest of considering strain fields in addition to displacement

fields is that they are insensitive to rigid body motions, which are noise sources

as addressed in the Results chapter.

The price of reducing data by truncation is an error that raises from the dis-

carded modes. The truncation error will be compared to the uncertainty level of

the considered quantity.

3.10 Adaptive meshing

It is proposed to start off with a coarse mesh and to use the criterion to refine

the ‘damaged’ elements (i.e., JuK ≥ Ju∗K(L)), which will better capture the kine-

matics and morphology of the crack locations while possibly remaining with low

computational cost. The complete procedure consists of the following steps:

1. perform a DIC analysis using a coarse uniform mesh (UM);

2. choose an image pair with the highest displacement jump (JuK) for crack

evaluation;

3. list the damaged elements for this image pair and considered discretization;

4. execute one subdivision in the damaged elements (i.e., each selected ele-

ment generates four new ones);
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5. identify the hanging nodes and respective parent nodes;

6. construct the Lagrange matrix and perform DIC analyses for this image pair

using the locally refined mesh;

7. repeat items 3 to 6 until the smallest elements achieve the size desired by

the user;

8. perform a DIC analysis for all the images using the optimized mesh.

This approach was implemented here within the Correli 3.0 framework [18]

and is described in the flowchart of Figure 3.4. The end of the adaptive procedure

at the present implementation is a user decision based in the size of the smallest

element after division as a stop criterion. For example, the smallest element

size may be guided by the highest measured MCOD using UMs. If even smaller

elements were envisaged (down to one pixel size), damage could be used along

with the mechanical regularization [39].

Coarse 
mesh DIC

Subdivide elements 
with MCOD higher

than threshold

Construct
Lagrange matrix

DIC using the same
image pair and

the refined mesh

Is the size 
of smallest 

elements enough? 

DIC using all 
image pairs

Choose an 
image pair

No Yes

Construct
Lagrange matrix

Figure 3.4: Flowchart of the AM procedure applied to DIC, using MCOD as division
criterion
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It is worth noting that the end of the adaptive meshing is a user decision. As a

perspective, the algorithm could be improved to use gray level residuals to inform

the user about the best mesh among the refinement iterations, and / or use the

PCA to chose the division and stop criteria.

3.11 Lagrange multipliers

Lagrange multipliers may be employed to enforce additional constraints to a

system of equations. In the present case, the displacements of a given hanging

node need to be the average of the displacement of its parent nodes. The aver-

age was used because the edges were always split in the middle and the shape

functions are linear (otherwise, weights related to the distance from the hanging

node to each parent node should be considered). Such an approach can be eas-

ily implemented in a DIC algorithm, and does not require the DIC Hessian to be

changed, because only an auxiliary matrix [L] is added. Each column accounts

for one constraint, namely, the parent DOFs p1i and p2i, the hanging node hi,

where i is the hanging node label. The constraint is written as

υp1i + υp2i − 2υhi = 0 (3.11)

To avoid degrading the conditioning of the full system, the matrix [L] is pre-

multiplied by the ratio of Frobenius norms of [M] and [L], which is called ζ.

Once all the desired constraints are accounted for, the augmented Hessian [H]
becomes

[H] =
⎡⎢⎢⎢⎢⎢⎣

[M] ζ[L]⊺

ζ[L] [0]

⎤⎥⎥⎥⎥⎥⎦
(3.12)

The vector of unknowns {βββ} gathers all nodal displacements {υυυ} and Lagrange

multipliers {λλλ}, and the residual vector {h} reads

{h}⊺ = {{F}⊺ {0}⊺} (3.13)
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resulting in a system to solve

[H]{δβ} = {h} (3.14)

In experimental cases, defining which elements need to be divided is not

straightforward. There are several choices, among them the maximum eigen

strains [39, 145, 146] and the gray level residuals [39, 147–152]. It is worth noting

that the eigen strains are computed as the average over each element. Con-

versely, the gray level residuals ρ(x) = f(x) − g(x + υmp Ψp(x)), where υmp are the

measured nodal displacements (i.e., at convergence of the DIC code), are de-

fined at the pixel scale. In both cases, a user-defined threshold will be required.

Refinement Criterion

It is proposed a explicitly refinement criterion that accounts for displacement

jumps and their associated measurement uncertainty. The displacement jumps

represent cracks in the displacement fields, which the detection and quantification

are sought in this thesis.

In the presence of cracks, the mean strain tensor in each element is expressed

as [144]

εεε = 1

∣Ωe∣ ∫Ωe

εεε(x)dx + 1

∣Ωe∣ ∫Γe

Ju(x)K ⊠ n(x) ds (3.15)

where JuK denotes the displacement jump, n the normal to the cracked surface Γe,

⊠ the symmetrized tensorial product, εεε the strain tensor of the uncracked matrix,

and s the curvilinear abscissa along the crack path. In the following, it is assumed

that the elastic strain levels are negligible with respect to the singular contribution

provided by cracks. Consequently, the mean strain tensor reduces to

εεε ≈ 1

∣Ωe∣ ∫Γe

Ju(x)K ⊠ n(x) ds (3.16)
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The mean crack opening displacement JuK per element is defined as

JuK ⊠ n = 1

∣Γe∣ ∫Γe

JuK ⊠ n ds (3.17)

where n denotes the mean crack normal. Further, it is assumed that the main

opening contribution is associated with the mode I regime (opening).

JuK = JuK n (3.18)

such that n then corresponds to the eigen direction associated with the average

maximum eigen strain ε1. The latter is then related to the mean crack opening

displacement JuK by

∣Ωe∣ ε1 = ∣Γe∣ JuK (3.19)

It is worth noting that ∣Ωe∣/∣Γe∣ scales with the element size `, provided only one

crack is present in each element. This hypothesis is likely to be true for small ele-

ment sizes, which also reinforces the refinement. Consequently, the mean crack

opening displacement is approximated by JuK = ` ε1 ((3.6) on page 38). The mean

crack opening displacement threshold Ju∗K will be set to classify elements as

damaged (i.e., JuK ≥ Ju∗K). It is proposed to relate Ju∗K to its measurement uncer-

tainty (i.e., typically 5 times or more its standard uncertainty σ(JuK)). According to

Equation (3.6), the uncertainty σ(JuK) is related to the standard strain uncertainty

σ(ε1) by σ(JuK) = `σ(ε1). Further, the strain uncertainty σ(ε1) is dependent on the

element size

σ(ε1) = N`α (3.20)

and characterizes the compromise to be carried out between the uncertainty and

the discretization level (i.e., increasing the spatial resolution by creating new el-

ements). Typical values of the power α ranges between -1 and -2 (i.e., when

the measurement uncertainties are random and controlled by white Gaussian

noise [94]). The constant N is dependent on the contrast in the picture and

the noise level [153]. The standard deviations σ(ε1) (and therefore σ(JuK)) are

obtained by performing uncertainty quantifications prior to each analyzed test.
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Consequently, the threshold Ju∗K becomes

Ju∗K(`) = kN`α+1 (3.21)

where k is a proportionality constant between the standard uncertainties. Thus,

the threshold Ju∗K explicitly depends on the discretization level. This observation

means that the threshold Ju∗K has to be changed for each refinement step to

account for the reduction of element size, or equivalently to capture elements that

crack opening displacement is greater than Ju∗K. During the analysis the elements

were divided by two and the threshold is multiplied by 2 (α range between -1 and

-2) in each refinement step. Also, this influence is compared to a constant Ju∗K in

the Results chapter.

By using Equation (3.6), a strain threshold ε∗(`) = Ju∗K(`)/` can also be de-

fined. With the previous proposition, it is concluded that ε∗ is also length depen-

dent. This proposition departs from the use of a unique strain threshold [145,

146, 151] when multiple refinement steps are to be performed. Both thresholds

(i.e., ε∗1(`) and Ju∗K(`)) introduced herein relate to the measurement uncertainties

of the associated quantities (i.e., ε1 and JuK). Throughout this work the discussion

will be focused on the usage of Ju∗K(`).
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4 RESULTS AND DISCUSSION

4.1 Climatic Chamber

The in-house climatic chamber was equipped with temperature and relative air

humidity controllers, tempered glass windows, and high definition digital cameras

to carry out acquisitions during the whole stages of curing and drying of refractory

castables. A detailed sketch is shown in Figure 4.1.
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Figure 4.1: Schematic view of the experimental setup of the in-house made climatic
chamber for monitoring MgO hydration via DIC analyses

Inside the chamber, the specimen 1 was placed on the tip of thin metal

rods 2 to reduce specimen displacement constraints and ensure that all surfaces

were in contact with moist air. A N322RHT device (Novus, Brazil), which is spe-

cific for confined environments and comprising a sensor 9 and a controller 5 ,

was used to prescribe the temperature and relative air humidity inside the cham-

ber. This controller was connected to a heater (electric resistance wire 3 ) and

a boiler 4 . The former heats up the air and the latter boils the water used as

moisture source. A tank 6 supplied the water to the boiler. Four fans 7 located

at the bottom of the climatic chamber generated forced airflow that increases
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the temperature and humidity homogeneity inside the chamber. Glass windows

were added to enable pictures of two of the specimen surfaces to be acquired,

and LED lights 8 provided proper illumination. To avoid water vapor condensa-

tion on the windows, two defoggers 10 were inserted to heat them to tempera-

tures five degrees Celsius above that inside the chamber. Two high definition (18

color Mpixel) Canon T5 digital cameras 11 equipped with Canon macro 100 mm

lenses (Canon Inc., Japan) were used. The images were recorded every 10 s for

the first 10 images, and every 30 min thereafter, with a f/22 aperture and expo-

sure time of 3.2 s. The large exposure time was used to make a physical average

of the changes in gray levels to mitigate heat haze effects [142].

Figure 4.2(a) shows a picture of the in-house climatic chamber from the out-

side, one can see the top camera and one of the defoggers; Figure 4.2(b) shows

its inside with four bar-shaped specimens on the top of the metal rods, the lighting

for the specimens front images, the heater and one of the four fans; Figure 4.2(c)

shows the view of the specimens on the specimen holder from the top window.

Figure 4.2: Pictures of the in-house climatic chamber: a) the outside of the chamber,
b) its inside with four bar-shaped specimens and c) the view from the top window
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4.2 Tomography scans

A slice of the reconstructed volume extracted at the middle height of a cylindri-

cal specimen is shown in Figure 4.3. It is possible to distinguish the constituents

of the microstructure by their respective density, which is represented by differ-

ent colors, i.e., the voids and cracks are black, the matrix is gray and the alu-

mina aggregates are white. The propagation of two cracks is observed ex situ for

the specimen kept at room-temperature and at room relative air humidity during

14 days after casting.

1 day

14 days

9 days

3 mm3 mm

3 mm3 mm

3 mm3 mm

Figure 4.3: Middle height slice of the reconstructed volume of a cylindrical specimen
made of refractory castable kept at room-temperature (≈ 24 °C) and at room relative air
humidity for 14 days. The constituents of the microstructure are distinguishable by their
respective density represented by colors, i.e., the voids and cracks are black, the matrix

is gray and the alumina aggregates are white. The orange arrows indicate the crack
front. The cracks initiate on the cylinder surface and propagate toward the center

The cracks depicted in the slices (Figure 4.3) initiated on the cylinder surface,
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and both propagated toward the center axis. This observation validates using DIC

(i.e., a technique based on surface images) to study the damage caused by MgO

hydration. Digital Volume Correlation (DVC) [39] may also be applied to study

the damage initiated on the surface and its propagation within the bulk of the

specimen, although such analyses are beyond the scope of the present thesis.

Another important piece of information obtained by observing the volume is that

the cracks propagated in the castable matrix. They do not start inside aggregates

or cross them, which means that the DIC results may show regions with high

maximum principal strains (i.e., cracks) among others with virtually zero strains

(i.e., aggregates). This observation sheds some light on the likely relationship of

the distribution of aggregates and crack networks.

4.3 Effect of Element size and Mechanical Regularization Length

DIC analyses were carried out for the specimen T70-H70-T1c using element

sizes `e of 102, 51, 26, 13, and 6 px. These values were obtained by the square

root of the mean area of the triangular elements. The MR lengths (`m) were 0,

10, 25, and 100 px. One frame was chosen such that the crack network was

fully developed to evaluate the effect of these parameters on the residuals and

the maximum principal strain field. The Root Mean Square (RMS) of gray level

residuals normalized by the dynamic range of the reference picture are shown in

Figure 4.4 for each tested condition.



53

Figure 4.4: Normalized RMS φm for different element sizes `e and MR lengths for test
T70-H70-T1c

The residuals decrease with the decrease of element size because more kine-

matic details are captured. In the aggregates, the strain is virtually equal to zero,

and the displacements are mainly small rigid body motions. This is an example

where local h-refinement is useful, because large elements represent well the

kinematics of the aggregates but do not capture the crack network. Comparing

the MR lengths for the analysis with an element size of 6 px, the RMS residu-

als increase with `m because the cracks are discontinuities in the displacement

field that are not considered by the linear elastic model. The effect of MR on

the strain field was evaluated by the RMS and the standard deviation (STD) of ε1

fields, which are reported in Figure 4.5. MR spreads the displacement jumps in

the crack path to the adjacent elements, thereby reducing the values of ε1.
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(a) (b)

Figure 4.5: Effect of element size and `m in the maximum principal strain for test
T70-H70-T1c

The RMS of ε1 increases as the element size decreases (Figure 4.5(a)). It

happens because the displacement due to crack opening is computed for smaller

elements. For the analysis with `m = 100 px, there is a slight increase in RMS

and STD of ε1 because the MR is very severe in this case. Figure 4.5(b) shows

a similar trend for STD of ε1 that is due to a better distribution of elements on the

aggregate regions (zero strain) and crack paths (high strain). It makes the strain

distribution larger, which is represented by the STD increase.

To illustrate the above discussion, the strain fields are plotted in Figure 4.6 for

`m = 10 px and different element sizes `e. The crack network resolution increases

for smaller values of `e. It is worth noting that the color bar scales are different for

each field in Figure 4.6 because the displacement jumps are averaged over larger

sizes. The strain field for the mesh with `e = 6 px is noisier due to measurement

uncertainties (i.e., isolated elements with high ε1 among cracks). The principal

causes of noise in this experiment are changes in lighting due to vapor streams.

In the following section, methodologies to correct this effect (Section 4.4) or to

filter it (Section 4.8) are presented.
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Figure 4.6: Maximum principal strain fields using different element sizes
(`e = 102,51,26,13,6 px) for the T70-H70-T1c test and `m = 10 px. The color bar range is

different for each mesh for better visualization
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The effect of MR in the ε1 field for the mesh (`e = 6 px) is evaluated by compar-

ing the result of DIC analyses using `m = 100,25,10,0 px, and shown in Figure 4.7.
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Figure 4.7: Comparison of ε1 fields for the mesh with `e = 6 px for DIC analysis using `m
= 100, 25, 10, and 0 (no MR) for test T70-H70-T1C

In Figure 4.7, the color bars were kept identical for all strain fields to highlight
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the effect of MR. The resulting field for `m = 100 px has wide cracks and small

values of ε1, a typical result of too high MR. The MR length of 25 px shows a

good result with defined cracks and no visible noise. However, smaller cracks are

difficult to detect. The analyses carried out with `m = 10 px result in a field with

a clear network but with a small noise effects. Last, the analyses with no MR

show a field very similar to the previous one. However, there are some spots with

high values of ε1 (see lower right corner) that can be related to the difference in

RMS and STD of ε1 for these analyses, and the one with `m = 10 px. For a better

comparison of the fields, a histogram of each one of them is shown in Figure 4.8.

Figure 4.8: Histograms of ε1 fields for the mesh with `e = 6 px and DIC analyse using
`m = 100,25,10,0 px for test T70-H70-T1c. The vertical axis is in logarithm scale to help
the visualization of the number of elements with high strain values (i.e., localized in the

crack path) and the bin width is 10−3

The histograms for `m = 10 and 0 px are very close, which corroborates the

statement that `m = 10 px has a small effect on ε1 levels. For the DIC analyses

with no MR, there are elements with ε1 values around 1.25 that are the bright

spots in the lower right corner of the field. Consequently, the DIC analysis will be

run hereafter using a mesh with `e = 6 px, and MR with `m = 10 px.
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4.4 Brightness and Contrast Corrections

BCC results are shown for the experiment T50-H50-F1c to choose the best

procedure that is applied in the subsequent sections for all the experiments.

4.4.1 Uncertainty quantification

The effect of the set-up in terms of gray level fluctuations and correspond-

ing measurement uncertainties was analyzed using the image set #1. Each im-

age was used as one reference, while the other nine were used as “deformed”

pictures. This permutation resulted in 81 pairs analyzed by applying the three

corrections, each one using the two discretizations (Q8 and FM) as described in

Section 3.7.

In the following, the RMS of gray level residuals is reported. They correspond

to the RMS of the gray level residuals φ{υυυ} of pixels around each node of the FE

mesh used in the kinematic discretization. They were subsequently normalized

by the dynamic range of the reference image for standard DIC and compared to

their counter-parts provided by DIC + BCC (i.e., φbcc) when the Q8 discretization

is used (Figure 4.9(a)), or when the FM discretization is selected (Figure 4.9(b)).

If there is no effect using the BCC procedure, then the data should lie on the 45°

line. Further, the values of φbcc resulting from the two discretizations used in the

BCCs are compared in Figure 4.9(c).
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(a) (b)

(c)

Figure 4.9: Normalized nodal residuals associated with φbcc (expressed in % of the
dynamic range) for each type of correction: brightness (B), contrast (C), brightness and

contrast (BC) compared with standard DIC residuals (computed from φ{υυυ}). Two
different discretizations were considered in the corrections. (a) Effect of BCCs using the
Q8 element, and (b) the fine mesh (FM). (c) Comparison between the results obtained

with both discretizations. The circled crosses depict the mean level of each case

The results for φbcc with the three corrections and the two discretizations mostly

lie below the 45° line, thereby proving that the BCCs reduced the overall gray level

residuals. This result shows that the BCC procedure is beneficial to the reported

DIC analyses. For the Q8 element, C and BC corrections achieved lower levels

in comparison to B corrections (Figure 4.9(a)). For the FM mesh, the analyses

using B or BC corrections led to lower residuals than that using C correction only

(Figure 4.9(b)). This difference in general trend is confirmed in Figure 4.9(c).

Because more degrees of freedom are available for BC corrections with respect

to B or C corrections, the residuals could be reduced more significantly. However,
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the results for BC corrections are very close irrespective of the number of degrees

of freedom.

In Figure 4.9(c) the residuals obtained with both discretizations used for the

BCCs are compared. The results are close to the 45° line. The FM discretization

performs better when applied with correction B than with C in which the results lie

above the 45° line. It can be a consequence of the coupling between C correc-

tions and the underlying kinematics because the same mesh is used for both of

them. Besides, BC corrections performed equally well with the 2 discretizations.

The fact that the residuals remain close allows the global BCC correction with a

single Q8 element to be validated in addition to the FM discretization.

The same comparison procedure and permutation of images of set #1 was

used to study the standard displacement uncertainties, which are reported in Fig-

ure 4.10. The horizontal component of the nodal displacements will only be re-

ported since the same levels were found for the vertical component. The small

level is a result of acquiring the images at the very beginning of the experiment,

before crack network initiation (i.e., it allows for an estimation of the noise-floor

levels). Further, the short time intervals (i.e., 10 s) between acquisitions reduce

the amount of drift that may occur. Thus, in addition to acquisition noise, bright-

ness differences (due to illumination variations) are the main source of displace-

ment fluctuations for image set #1. The standard deviation of nodal displacements

was computed thanks to the 81 analyses, and then averaged over all considered

nodes for various corrections.
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(a) (b)

(c)

Figure 4.10: Standard nodal displacement uncertainty (expressed in cpx) for each
correction: brightness (B), contrast (C), as well as brightness and contrast (BC). The
corrections were applied using different discretizations: (a) Q8 element, (b) fine mesh
(FM). (c) Comparison between the two discretizations. The circled crosses depict the

mean level of each case

Figures 4.10(a-b) show that there is a significant reduction (i.e., one order of

magnitude) in standard displacement uncertainty for any of the applied correc-

tions and the two discretizations in comparison to standard DIC. In the present

case, the C and BC corrections are more effective than B corrections (Figure 4.10(c)).

Such observations apply to both discretizations. The fact that the gray level resid-

uals could be reduced in addition to achieving lower displacement uncertainties

validates the BCC procedures in the present experimental configuration.

The case study discussed herein consists of monitoring and quantifying cracks

induced by curing and drying. Therefore, the maximum principal strain field is



62

one of the essential quantities to analyze since it can be related to the crack

opening displacement [17, 154]. With the selected (i.e., T3) elements, the strains

are uniform over each element. These values are considered with no filtering,

and the in-plane principal strains are computed, of which the maximum level is

selected since cracks will be detected with this quantity [39].

(a) (b)

(c)

Figure 4.11: Standard deviation of the maximum principal strain (expressed in ‰) for
each correction type: brightness (B), contrast (C), brightness and contrast (BC). The
corrections were applied using different meshes: a) Q8, b) FM, and c) comparison

between the two discretizations. The circled crosses depict the mean level of each case

The general trends are very close to those observed with displacement data (Fig-

ure 4.10) since strain uncertainties are proportional to displacement uncertain-

ties [94].

The previous results are summarized in Table 4.1. For both discretization
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studied herein, the BC correction leads to the lowest gray level residuals. For the

displacement and strain uncertainties, the coarse discretization provides slightly

lower levels. This observation means that, in the present case, the increase in

degrees of freedom (FM) is irrelevant for the gray level variations, which uniformly

affect the surface of interest, and the Q8 discretization is sufficient. The latter has

a scale separation with the kinematic basis that will avoid couplings between the

two steps of the registration procedure.

Table 4.1: Normalized root mean average of gray level residuals (φ), standard
displacement (ux) uncertainty, and corresponding levels for the maximum principal

strain (ε1)

DIC Analyses RMS(φ) [%] std(ux) [cpx] std(ε1) [‰]
Standard 2.4 5.1 30.6

Q8 B 1.0 1.1 5.8
Q8 C 0.6 0.4 3.4

Q8 BC 0.6 0.4 3.4
FM B 0.6 1.0 5.4
FM C 0.9 0.5 3.5

FM BC 0.5 0.4 3.6

4.4.2 Applying BCC to curing and drying experiment

The BCC procedure was applied to image set #2 during curing and drying

of the refractory cube (T50-H50-F1c) . The meshes and the DIC parameters

were the same as those used in set #1 (Table 3.4 and Figure 3.3). The gray

level residual φ{υυυ} and maximum principal strain fields obtained with standard

DIC (i.e., no BCC) are shown in Figure 4.12 for the last acquired image of the

experiment (i.e., when the crack network is the most developed). Both fields

show the presence of cracks. They appear as high absolute gray levels in the

residual field because they do not satisfy displacement continuity and new gray

levels are created by their opening. The elements located on the cracks lead to a

high value of maximum principal strain (Section 4.3). Both fields are grainy, which

indicates the presence of “noise” affecting them.
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Figure 4.12: Gray level residuals (a) and maximum principal strain (b) fields for the last
image acquired during curing and drying of the refractory cube using standard DIC

Figure 4.13 shows the gray level residual fields φbcc when BCCs are applied.

The use of B and BC corrections for Q8 and FM discretizations significantly re-

duced the “noise” of the residual field, when the BCCs results are compared to the

standard DIC one (see Figure 4.12). Also, the regions without cracks presented

very low levels ≈ 0.05% (Figures 4.13(a, b, e, and f)). When only C corrections

were applied, both Q8 and FM results induced gray level residual fields similar

to that provided by standard DIC. These fields are very grainy, which makes the

larger cracks barely distinguishable (Figures 4.13(c and d)) for both discretiza-

tions.
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Figure 4.13: Normalized gray level residuals for the last image captured during curing
and drying when three corrections: brightness (B), contrast (C), brightness and contrast

(BC) were carried out with two discretizations (Q8 and FM)

Pores are areas with low contrast, i.e., regions with uniform dark gray pixels

due to the shadow formed by the depth of these artifacts (Figure 3.3), which may

be considered as defects and corrected by the BCC procedures. Besides, the

cracks create new gray levels during their opening, as mentioned herein, which

makes them an additional source of gray level variation. However, the cracks

caused by MgO hydration and their quantification are the main objective for the

present case study. If the corrections affect the detection of cracks, it is important

to check the effect of BCCs on their representation. One can notice that the Q8

discretization shows high values of gray level residuals in porous regions (i.e.,

≈ 5%), for B or BC corrections. However, the residuals are low for the same

regions in the FM results (≈ 0.5%), which means that the FM can correct such
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effect thanks to the high number of nodes, and the element size close to the pore

one (Figure 3.3), i.e., enough degrees of freedom (80,000 for FM BC). Conversely,

the FM correction spreads the gray level residuals in the cracked regions. It may

compromise the evaluation of the crack positions. The effect of smeared residuals

around cracks is reduced in the Q8 results because of the minimal number of

degrees of freedom (16 for Q8 BC) that ignores the effect of the pores, and also

reduces the issue in crack detection.

The results obtained by different BCCs are further compared using histograms

of gray level residuals (Figure 4.14). The histograms for C corrections using both

discretizations are close to the standard DIC result. The FM C case increased

the range of gray level residuals by ≈ 30%, thereby showing a lower quality of

the results. Such effect is due to the coupling of contrast correction and the

kinematic, which should be avoided [93]. The other corrections (i.e., B and BC)

resulted in distributions centered about zero for both discretizations, which are

significantly lower for the FM one. This shape is expected for the standard ac-

quisition noise, which usually is white and Gaussian as a first approximation [93].

Further, there are many pixels close to zero gray level residuals that correspond

to regions without cracks (clusters of aggregates). Comparing B and BC results

for both discretizations, B resulted in slightly wider distributions because it uses

two times fewer degrees of freedom.
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Figure 4.14: Histograms of gray level residuals for all BCC procedures tested herein
using the last image of the experiment (’DIC’ refers to standard DIC)
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The frame-wise RMS of the gray level residuals is reported for the image set #2

(entire experiment) in Figure 4.15. The standard DIC result is related to various

sources of gray level changes such as lighting and vapor stream. The C correction

performed poorly compared to B and BC. Further, the FM C analysis randomly in-

creased the fluctuations in different frames. In the present case, such corrections

should not be used. Conversely, the RMS residuals were significantly reduced

with B and BC corrections, from an average RMS of 5% for standard DIC to 1.5%

for B and BC corrections. Last, the RMS levels start to increase after 18 hours for

all corrections. This trend is related to the opening of numerous cracks (i.e., they

are one source of gray level residuals even when corrections with many degrees

of freedom –FM B and FM BC– are used).

(a) All analyses

(b) Detail of the sets of parameters with smallest RMS residuals

Figure 4.15: RMS residuals for the six BCC analyses. The BCC using coarse or fine
discretizations reduce the residual levels when compared to standard DIC



68

In Figure 4.15(b), the three cases with higher RMS of residuals (i.e., standard

DIC and C corrections with both discretizations) are excluded to make easier

the comparison between B and BC results. The BC correction for Q8 and FM

reduced the residuals, and increased the difference between the results of the

two discretizations for B, which indicates that BC is more sensitive to the mesh

type than B. However, the mean difference of RMS residuals between B and BC

corrections remains small (i.e., ≈ 0.5% of the dynamic range).

The maximum principal strain ε1 fields for the last image of the experiment

were obtained using all BCC procedures (Figure 4.16). The levels of ε1 are uni-

form, mainly for B and BC corrections and close to zero in cluster regions, which

is different for the grainy fields obtained using standard DIC (see Figure 4.12(b)).

The zero strain regions are expected because the MgO hydration is a heteroge-

neous expansion that occurs in the matrix of the castable [155]. The B and BC

corrections allowed small cracks to be detected (i.e., elements with low ε1 levels),

which were more difficult to spot in standard DIC results. Further, the effect of the

pores mentioned in the gray level residuals is not observed in the strain fields for

the cases using the FM discretization. The latter erases spurious gray level vari-

ations caused by the pores. However, they may lead to higher strain level, which

would be considered as cracks in some analyses, such as the crack density 4.5.1,

and thereby reduce the accuracy of the damage evaluation.
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Figure 4.16: Maximum principal strain field for the last image acquired during the
experiment using the corrections: brightness (B), contrast (C), brightness and contrast

(BC), carried out with two discretizations (Q8 and FM)

The BCCs reduced not only the effect of the pores but also that one of the

cracks, which are localized sources of gray level changes. This phenomenon

causes the appearance of elements with very small ε1 in the crack path as if the

BCCs tried to close the cracks. It is mainly relevant for corrections using FM

because this discretization has more degrees of freedom that enable BCCs to act

in localized segments of the surface of interest. FM C corrections resulted in a

grainy field caused by their coupling with the underlying kinematics. The FM B

and FM BC routes led to similar ε1 fields, except for the apparent wider cracks in

FM BC and their levels smaller than the FM B results. To make the comparison

easier between the fields of a pair of BCCs, their differences ∆ε1 are reported in

Figure 4.17.
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(a) (b)

(c) (d)

Figure 4.17: Difference of maximum principal strain fields ∆ε1 between: (a) Q8 B and
Q8 BC, (b) FM B and FM BC, (c) Q8 B and FM B, and (d) Q8 BC and FM BC to show
how different corrections affect the cracks. The range of the color map was reduced to

improve the contrast

As the case study discussed in this section concerns the monitoring of open

cracks, it means that the maximum principal strain ε1 is always positive. This

feature is useful to distinguish the effect of each BCC by the level in the ∆ε1 fields

of Figure 4.17. For example, in Q8 B - Q8BC ∆ε1 (Figure 4.17(a)) the blue artifacts

are due to Q8 BC, because it represents negative values in the color map. These

artifacts are pore effects that were better corrected by Q8 B than Q8 BC. In the

strain difference FM B - FM BC, no pore effect is observed in Figure 4.17(b).

However, they can be seen in red in Figures 4.17(c-d), and are attributed to Q8

B and Q8 BC, respectively. These results confirm the hypothesis that the FM

procedures correct the pore effects, but the Q8 ones do not. Such feature of

the FM procedures is due to the localized effect of the corrections provided by

the higher number of degrees of freedom (i.e., 40,000 for B and 80,000 for BC

corrections).

The effect of the BCCs on the crack opening (or equivalently on the strain

fields) is analyzed in the sequel. In Figure 4.17(b), a red crack path due to FM
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B is mostly surrounded by blue levels provided by FM BC corrections. Red crack

paths (Figures 4.17(c-d)) are due to Q8 corrections, which do not have a localized

effect, as observed for correcting the pore effects. The paths are surrounded by

the same blue artifacts, which are due to FM B and FM BC corrections that spread

the gray level residuals and, consequently, reduce the ε1 levels in the main paths

and increase it in some adjacent elements.

Histograms are also used to compare different distributions for the maximum

principal strain fields (Figure 4.18). The vertical axis is represented in logarithmic

scale to make possible the visualization of the number of elements with a high ε1

level. Similar to the histograms obtained for the gray level residuals, the C cor-

rections, mainly the FM C, are not efficient since they are close to the strain dis-

tributions of standard DIC. The other corrections led to distributions with a higher

number of elements in low and high strains than the standard DIC, i.e., there is

a clear separation of cluster zones (ε1 ≈ 0) and cracks (high ε1). Moreover, the

distributions are very similar for B and BC corrections using both discretizations.

Large crack openings led to deviations, mainly for the FM BC, which showed

fewer elements in high ε1 because this procedure has a strong localized effect

and corrects the increase in gray level residuals due to cracks.
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Figure 4.18: Histograms of maximum principal strain for all BCC procedures using the
last image of the experiment
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The mean and standard deviation of maximum principal strains are plotted as

a function of time (Figure 4.19). As expected from the previous analyses, the C

corrections are very close to standard DIC throughout the whole history. They

are fluctuating in time a lot more than the other corrections, which are consistent

for both reported quantities. The differences between the various corrections are

more important on the mean levels of ε1 than on its standard deviation. This

observation proves that when the corrections are not optimal, the mean ε1 is

over-estimated.

(a)

(b)

Figure 4.19: Evolution of mean (a) and standard deviation (b) of maximum principal
strain during 60 h of curing and drying
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By considering all the previous results, it is concluded that only the contrast

correction is not advisable as it led to results very close to those with no correction

at all (i.e., standard DIC). The brightness and contrast correction is the best type

(as it lowers the residuals the most) even though the brightness correction alone

also gave good results. The small number of DOF required with one Q8 element

makes it a good choice for the discretization influence.

4.5 Evaluation of damage caused by MgO hydration using MCOD

DIC monitoring does not require any physical contact as for IET, which makes

it likely to be in situ applied. As mentioned, one benefit of DIC analyses is the

increase in the amount of gathered data related to damage effects on the surface

of the analyzed samples, exemplified by the mean crack opening displacement

(MCOD) fields shown in Figure 4.20.

The MCOD fields are localized, which indicates crack networks, with no sign

of a predominant crack (Figure 4.20). This result implies that there are no sig-

nificant boundary effects, and the assumption of an RVE for the cube-shaped

specimens is valid. Further, one can notice a good match between the top and

front faces cracking for the same specimen, in particular for the common edge be-

tween the two surfaces. For an illustration and validation of the MCOD procedure,

see Section 4.6.
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Figure 4.20: Mean crack opening displacement (MCOD) fields for top and front surfaces
for four cubes tested at combinations of parameters, such as 50 and 70°C, and 50% and

70% of relative air humidity. The fields were obtained for the 60-hour (i.e., last) frame
using a ROI of ≈ 60 × 60 mm2. Technical issues hindered the evaluation of T50-H70-T1c

fields

Figures 4.21 (T = 50°C) and 4.22 (T = 70°C) show the histograms and asso-

ciated cumulative frequencies for the last acquired image (after 60 h) for all ana-
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lyzed tests. Overall, there is a good reproducibility among different experiments

at the same temperature and among face features for the same experiment.

T50-H50-T1c
T50-H50-F1c

T50-H50-T2c
T50-H50-F2c

(a) Histograms (T = 50°C H = 50%)

T50-H50-T1c
T50-H50-F1c

T50-H50-T2c
T50-H50-F2c

(b) Cumulative frequency (T = 50°C H = 50%)

T50-H70-F2c
T50-H70-F1c

T50-H70-F3c

(c) Histograms (T = 50°C H = 70%)

T50-H70-F2c
T50-H70-F3c

(d) Cumulative frequency (T = 50°C H = 70%)

Figure 4.21: Histograms of the MCOD (a and c) and their corresponding cumulative
frequencies (b and d) for 50 °C and different humidity values.
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(b) Cumulative frequency (T = 70°C H = 50%)
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(d) Cumulative frequency (T = 70°C H = 70%)

Figure 4.22: Histograms of the MCOD (a and c) and their corresponding cumulative
frequencies (b and d) for 70 °C and different humidity values

The average MCOD and corresponding standard deviations after 60 h are

reported in Table 4.2. The fluctuations are very high (when compared to the

mean levels), which is a further indication of a very wide distribution of MCODs.

Further, the rise of temperature increases the average and the STD of MCOD.
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Table 4.2: Average MCOD values and STD for the final frame after 60 h of experiments

Specimen designation Average MCOD [µm] Standard Deviation (STD) [µm]
T50-H50-F1c 8.3 20.8
T50-H50-T1c 8.3 17.6
T50-H50-F2c 4.5 15.0
T50-H50-T2c 8.6 26.3
T50-H70-F1c 6.6 14.5
T50-H70-F2c 8.1 18.2
T50-H70-F3c 7.9 18.9
T70-H50-F1c 10.0 21.5
T70-H50-T1c 9.1 19.8
T70-H50-F2c 16.8 46.9
T70-H50-T2c 19.7 53.4
T70-H70-F1c 18.4 39.8
T70-H70-T1c 18.3 41.1

Aiming at studying frame by frame the development of damage during curing

and drying of the studied castable, the STD and the average of MCOD are shown

in Figure 4.23. The first remarkable difference is that damage increase is higher

at 70°C when compared to 50°C , in which no saturation is observed after 60 h.

The role of temperature mentioned above is confirmed by the curves of average

MCOD. The effect of increasing the relative air humidity is inconclusive and more

tests are needed. Second, all average MCODs are less than 1 pixel (50 µm),

which shows that the sub-pixel resolution of DIC was crucial to properly quan-

tify damage in such materials in which crack openings remain very small. Both

average MCOD and STD show that there are differences for two faces of some

experiments, and for different temperatures. This can be due to microstructural

effects, e.g., different large and small aggregate ratio, and inhomogeneities in the

surface temperatures.
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Figure 4.23: Average (a) and STD (b) of MCOD for the cubic specimens at different
temperatures and relative air humidity.

4.5.1 SCD to evaluate damage growth

DIC results obtained for cube-shaped specimens at different temperatures for

an 300 µm (i.e., 6 px) element size, are compared. The first step to compute

the Surface Crack Density (SCD) is to exclude the strains caused by hydration

expansion, for example, defining a strain threshold ε∗1. For this step, ten images

taken at the very beginning of each experiment (set #1) were used to obtain the

average of all STDs of the maximum principal strain σ(ε1), which is a quantity that

is computed at the scale of the elements. The standard uncertainties are shown

in Table 4.3
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Table 4.3: STDs of the maximum principal strain σ(ε1), values of ε∗1 and the referent
MCOD for each experimental condition. Values averaged over surfaces and experiments

repetition

Experimental condition σ(ε1) [1 × 10−3] A ε∗1 [1 × 10−3] MCOD [µm]
T50-H50 5.4 5 27 8.1
T50-H70 4.4 5 22 6.6
T70-H50 3.7 5 18 5.4
T70-H70 4.0 5 20 6.0

The average ε∗1 was 2.2 × 10−2 (i.e., MCOD = 6.6 µm) with a standard devia-

tion of 3.9 × 10−3 (i.e., MCOD = 1.2 µm). The fluctuations among experimental

conditions can be considered small since this is a ceramic system. This observa-

tion indicates that ε∗1 depends on the material not on the temperature and relative

air humidity, which is expected because damage initiation occurs after stresses

generated by the formation of brucite surpass the mechanical strength of the ma-

terial, and the external variables dictate the velocity in which this condition will be

achieved.

The second step is to include in ε∗1 the strains related to the expansion of the

MgO containing phases before damage inception. Such inclusion is made using

a factor A defined by the user. The effect of different values of A (varying from

three to seven) on the SCD is shown in Figure 4.24(a).
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Figure 4.24: Surface crack density histories as functions of parameter A (see (b) for
sample color code). (a) SCDs for the top surface of cubes tested at 50°C and 70°C

(humidity 50%) using different values of A to estimate the ε∗1 threshold (samples
T50-H50-T1c and T70-H50-T2c). (b) Mean value of SCD for the 10 initial images of
each experiment to estimate A. The black dashed line indicates the selected level

Small A values result in an initial crack density at the beginning of the exper-

iments before actual crack initiation (Figure 4.24(a)). Conversely, high A values

lead to a decrease of the SCD, mainly at the end of experiments. It is not possible

to estimate a specific level for damage at the end of the tests because it depends

on A. However, one can state that the damage level for the castable tested at

70°C is higher than at 50°C (50% of humidity) for all considered A values (Fig-

ure 4.24(a)). The mean SCD for the initial 10 images of each experiment was

computed to help to choose the most suitable A parameter (Figure 4.24(b)). A

high A factor can flatten the curve profile, which is a pointless condition of no

elements being considered damaged and for that reason, the first value of A that

resulted in mean SCD values less than 1% for the set #1 images was selected,

i.e., A = 5 (Figure 4.24(b)).

The thresholds ε∗1 and the corresponding MCODs are shown in Table 4.3. The

SCD for the surfaces of the cubes evaluated at all experimental conditions are

shown in Figure 4.25. The change of the SCD follows a logistic curve (sigmoidal

shape), similar to those for the MgO hydration kinetics obtained by other tech-
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niques [3, 82, 155], cf. Figures 2.3 (page 14) and 2.4 (page 15). The increase in

temperature speeds up the hydration kinetics, the SCD onset, and the final dam-

age levels are achieved earlier and are higher for the experiments carried out at

higher temperatures. The increase in relative air humidity has a tenuous effect

in the sense of speed up the reaction, which becomes more relevant for higher

temperatures. The reproducibility of the results for analogous surfaces is very

good and validates the experimental protocol.
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Figure 4.25: Surface crack density obtained by DIC during brucite formation in
cube-shaped specimens. the experimental conditions are depicted in the legend

The overall trends of Figures 4.23 and 4.25 are similar, namely, after an ini-

tial incubation time, all quantities start to increase rather fast and then tend to

saturate. However, the characteristic times associated with such phenomena are

different for SCD and MCOD data. The former saturates faster than the latter.

This observation shows that many cracks are generated at the beginning of the

damage process, growing fast on the surface, and then saturating in terms of

their number. However, this situation does not mean that the damage process

ceased. The fact that MCOD data still increase means that the crack openings

augment as well, which may indicates that in-depth propagation still occurs, lead-

ing to larger crack openings on the surface. This observation is confirmed by

the results in Figure 4.3 that show gradual in-depth propagation. Further, the

number of generated cracks may be related to the temperature since the SCD
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values for specimens tested at T70-H50 are very close and saturated at ≈ 30%,

whereas for others tested at T50-H50 there is a higher variation of SCD data and

the saturation can be estimated at ≈ 15%. The effect of relative air humidity at the

saturation SCD is weak for 50 °C and stronger at 70 °C with a saturation SCD of

≈ 40%. However, the temperature is related to the onset of SCD, namely, ≈ 12 h

for tested carried out at 50 °C and ≈ 3 h for the others carried out at 70 °C.

4.5.2 Comparison between IET and DIC

The bar-shaped specimens used for DIC analyses are designated as T50-

H50-T1b and T50-H50-T2b, and those for IET, T50-H50-3b and T50-H50-4b. The

four samples were produced from the same batch, only cast in different cavities

of the silicone mold. The four bars were placed inside the climatic chamber at

50 °C and 50% air humidity. Specimens T50-H50-T1b and T50-H50-T2b were

kept there for image acquisition. Samples T50-H50-T3b and T50-H50-T4b were

frequently withdrawn from the climatic chamber for carring out IET measuring,

which lasted ≈ 30 minutes, and they were kept in the chamber between measure-

ments. The mean element size for these analysis using bar-shaped specimens

were ≈ 20 px (≈ 1 mm).

The damage caused by magnesia hydration affects both the Young’s modulus

(E) measured by IET, as well as the MCOD and SCD obtained by DIC analyses

(Figure 4.26). The solid gray line indicates that the onset for Young’s modulus

decrease matches that of SCD increase, yet the onset of MCOD is more grad-

ual. Conversely, the saturation of MCOD and Young’s modulus are very close,

whereas that of SCD occurs earlier. The causes of such phenomena are detailed

in the discussion of Figure 4.27 hereafter. The reader’s attention is directed to the

fact that DIC results captured distinct parts of the Young’s modulus changes (i.e.,

fast SCD increase and saturation while MCOD was still increasing), which was

not distinguishable by IET. This aspect reinforces the fact that DIC allows further

insight into the hydration kinetics and mechanisms.
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Figure 4.26: SCD (a) and MCOD (b) (specimen designation:T50-H50-T1b and
T50-H50-T2b) compared to IET data (specimen designation: T50-H50-T3b and

T50-H50-T4b) during the curing and drying of the castable at 50°C and 50% humidity.

IET and DIC results were compared by plotting the SCD and average MCOD

as functions of the macroscopic estimation of damage [156], namely, D = 1 −
E/Emax were Emax is the maximum Young’s modulus, as shown in Figure 4.27.

For samples T50-H50-T3b and T50-H50-T4b, the Young’s modulus changes were

very close, as stated in Figure 4.26, and the average value of each measure-

ment was used to compute the macroscopic damage variable D. Conversely, the

DIC results (samples T50-H50-T1b and T50-H50-T2b) are plotted separately. In

Figure 4.26 the SCD values saturate while the damage parameter continues to

increase, which means that the damage growth keeps increasing due to addi-

tional crack openings for the same network (i.e., the same number of damaged

elements). This result shows that in the present case, macroscopic damage is

due to a combined effect of multiple cracking events (characterized by the crack

density), and the fact that cracks open more evenly as the network was saturated

in terms of crack density. This additional opening displacement is due to in-depth

propagation (Figure 4.3).
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Figure 4.27: SCD and average MCOD for the bar-shaped specimens (T50-H50-T1b and
T50-H50-T2b) versus the macroscopic damage D (evaluated from samples

(T50-H50-3b and T50-H50-4b).

4.5.3 DIC results for different specimen geometries

In this section, a qualitative comparison between DIC results obtained for both

sample geometries is presented. Figure 4.28 shows the MCOD fields for one face

of a cubic-specimen (T50-H50-T1c) and one bar-shaped sample (T50-H50-T1b).

The mean element size for this analysis using bar-shaped and cubic specimens

were ≈ 20 px (≈ 1 mm), which was the best element size for the tests with bars. For

the bar-shaped specimen, in agreement with Ref. [17], the main crack was usually

generated parallel to its most extended edges (Figure 4.28(a)), which is most

likely related to the slender shape of the bars required by IET. This observation

does not apply for cube-shaped samples (Figures 4.28(b) and 4.20).
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Figure 4.28: MCOD fields for T50-H50-T1b (a) and T50-H50-T1c (b) samples after 60 h
in the climatic chamber at 50°C and 50% air humidity. The color map range was
truncated (up to 150 µm) to make the crack openings in the bar-specimen visible

Additionally, the cubic sample displayed higher MCOD levels than the bar-

shaped one, which may be related to room available for cracks to growth towards

the center of the cube. The size of large clusters presenting MCODs values close

to zero on the cube surface, such as those marked with green arrows (12 mm

and 14 mm length), have almost the same size as the bar width, which makes the

hypothesis of an RVE questionable for bars containing big aggregates (≈ 6 mm).

There is also a clear difference between the average MCOD and SCD profiles

when the bar-shaped specimen and the cubic ones (T50-H50 set of samples)

are compared under the same environmental conditions (Figure 4.29). MCOD

values are significantly smaller for the bar than cubes, whereas the SCD levels

are higher for the bar than the cubes. This difference may be attributed to the fact

that the bar-shaped specimen is not yet a RVE. Consequently, it is advised to use

sample sizes greater than typical RVE ones, which means at least ten times the

size of the largest aggregates, to study refractory castable. This observation is

an example of the benefits in gathering DIC information.
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(a) (b)

Figure 4.29: MCOD (a) and SCD (b) profiles for cubic specimens (T50-H50-T1c,
T50-H50-F1c,T50-H50-T2c and T50-H50-F2c) and bar-shaped ones (T50-H50-T1b and

T50-H50-T2b) at 50°C and 50% relative air humidity

4.6 Illustration and validation of MCOD evaluation

To illustrate and validate the MCOD results, the deformed mesh amplified 20

times is shown in Figure 4.30(a). The corresponding nodal displacement vectors

of the upper right corner are reported in Figure 4.30(b) and the manual measure-

ments of crack opening displacement in Figure 4.30(c) for the same region, is

also shown. The deformed elements in Figure 4.30(a) follow the crack path, and

there are virtually undeformed elements in adjacent positions to the crack path.

There are regions in Figure 4.30(b) with different displacement directions among

them; in fact, such regions are apart from each other, as illustrated by the vector

field. This characteristic behavior is a consequence of cracking, which makes

these regions delimited by the crack network. Further, the undeformed mesh in

the selected area shows that no more than one crack is present in one element,

which is pre-requested for the MCOD to be approximated by Equation (3.6).
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(a) (b) (c)

Figure 4.30: (a) Deformed mesh amplified 20 times for the entire surface of
T50-H50-F2c sample. (b) Details of the undeformed mesh and nodal displacement

vectors for the upper right corner laid over the deformed image. (c) Manual
measurement of crack opening displacements in the deformed image to be compared to

MCOD values reported in Figure 4.20

Some manual evaluations of crack opening displacements using the GNU

Image Manipulation Program (GIMP) are reported in Figure 4.30(c) for the up-

per right corner of sample T50-H50-F2c (see Figure 4.20 for the corresponding

MCOD field). The values are close to those found in MCODs, as shown in Ta-

ble 4.4, which validates the methodology. It is worth noting that the boundaries of

the crack are difficult to pinpoint very precisely, and only normal openings can be

assessed in such manual measurements. The MCOD analysis easily overcomes

these challenges for cases in which the assumption of one crack per element is

valid. The RMS difference between the two types of estimates is less than 60 µm

(i.e., 1.2 pixel), which is considered very satisfactory, given the fact that the man-

ual evaluation is based on pixel-data. Conversely, as the standard MCOD uncer-

tainty is close to 1.3 µm (i.e., 0.025 pixel), it indicates that DIC is more accurate

at the scale of the displacement discretization.

Table 4.4: Crack opening displacement obtained by direct measurement (using GIMP)
and MCOD data via DIC

Measurement GIMP [µm] DIC [µm]
I 355 252
II 285 233
III 300 326
IV 250 298
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4.7 Effect of water droplet on MCOD fields

Some images were discarded from the DIC analysis because they were ac-

quired with water droplets in the window. Water had condensed on the walls

inside the climatic chamber and dropped on the glass window. The defogger

keeps the window warm but not enough to dry out quickly the droplets, which act

as lenses changing the optical path of the pixels behind them. This effect results

in localized “optical” strains, which consequently generated false MCOD values

(Figure 4.31).

Figure 4.31 shows the images prior to the water droplets, when they were

present, after the evaporation, and their artifactual effect on MCOD fields. It is in-

teresting to note that as soon as the droplets disappeared, their deleterious effect

vanished as well. Gray level correction procedures [16] may be implemented to

mitigate such effects.

MCOD fields Time Images

11 h

12 h

13 h

water
droplets

0 50 100
150

200

MCOD [µm]

250
300

350
400

450

Figure 4.31: MCOD fields for T70-H50-F2c sample. The images analyzed (ROI size
≈ 60 × 60 mm2) show the artifactual effect on MCOD fields caused by water droplets on

the window of the climatic chamber. The color-map range of the field was limited to
450 µm because the MCOD resulted by the droplets is very high, which masks the

cracks
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4.8 Principal Component Analysis

The displacement fields of each frame [utot] (horizontal and vertical com-

ponents as computed by DIC) were vectorized in columns of the [U] matrix, as

illustrated in Equation (3.9), thereby generating an 80,000 × 200 matrix. Each row

represents the displacement component of one node in one direction (i.e., DOF)

over time, and each column contains the displacements of all DOFs for a given

frame. One image representation of the [U] matrix for specimen T50-H50-T1c is

shown in Figure 4.32.
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Figure 4.32: Illustration of the matrix containing the displacements used in the SVD of
the PCA applied to specimen T50-H50-F2c

A similar rearrangement of the data was carried out for the maximum strain

field [ε1] computed using the displacements described hereafter. For this strain

case, the matrix [E] is written with the [ε1] values for each element in the rows

while each column contains their development in time, thereby generating an

79,200 × 200 matrix. The [ε1] is used because it is the main input of MCOD
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computation.

The results of the SVD procedure are the singular values matrix [S], the Tem-

poral Modes [T] (TMs), and the Spatial Modes [V] (SMs). The singular values

(si) of S for the displacement field are shown in Figure 4.33 normalized by s1 (i.e.,

the most relevant one) and the respective first three TMs.
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Figure 4.33: Normalized singular values (a) and first three temporal modes (b) for utot of
specimen T50-H50-F2c

Figure 4.33 shows that s2 is more than 10 times less than s1, which indicates

that the mode 1 (i.e., TM1 and SM1) may be sufficient for the reconstruction of

the displacement field. TMs 1, 2 and 3 are reported in Figure 4.33(b). Because

of very high fluctuations, no clear temporal signature is observed. The singular

values and the first three TMs for ε1 are shown in Figure 4.34. The first singular

value is five times higher than the second one, thereby indicating a good sepa-

ration between them. The TMs shown in Figure 4.34 (b) are rather smooth and

indicate temporal signatures mainly for TM1 which seems to follow a sigmoidal

tendency, except for the (arbitrary) sign.
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Figure 4.34: Singular values and first three TMs for ε1 (specimen T50-H50-F2c)

The smoothness of the first three ε1 TMs indicates that the rigid body motion

is a source of noise in the utot TMs. It is worth noting that the displacement fields

provided by DIC (i.e., utot) can be split into rigid body motions urbm and the part

that causes deformation, called mechanical displacement umec

utot(x, t) = urbm(x, t) + umec(x, t) (4.1)

When the strain fields are computed from the displacement ones, the rigid

body motions urbm part is automatically discarded, remaining only umec. The

field umec then corresponds to the residual umec(x, t) = utot(x, t)−urbm(x, t). This

characteristic of strain computation combined with the smoothness of ε1 TMs indi-

cate urbm as a source of noise. To confirm such hypothesis, The SVD procedure

was applied to each part of utot. The corresponding normalized singular values

and TMs are shown in Figure 4.35 for urbm. It is interesting to note that the first

three singular values associated with urbm are very high (i.e., more than ten or-

ders of magnitude) in comparison with all other ones (Figure 4.35(a)). This is to

be expected for such field that consists of three components and their measure-

ment uncertainties. The temporal fluctuations of the first three TMs are similar for

urbm (Figure 4.35(b)) and utot (Figure 4.33(b)).
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Figure 4.35: Singular values (a) and first three temporal modes for urbm (b) (specimen
T50-H50-F2c)

Figure 4.36(a) shows that for umec the first eigen value is very high in com-

parison to the next ones. However this difference was not as high for utot (Fig-

ure 4.33(a)). Further, smoother changes are observed for the first two TMs (Fig-

ure 4.36(b)) in comparison to the previous ones (Figures 4.33(b) and 4.35(b)),

validating the hypothesis that the urbm is a source of noise.
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Figure 4.36: Singular values (a) and first three TMs (b) for umec (specimen
T50-H50-F2c)

The first spatial modes of utot and umec are shown in Figure 4.37, which are

interpreted as the mapping of ROI sub-regions according to the most relevant dis-

placements. The limits of each sub-region in the SMs appear as abrupt changes

in displacements, which indicate the complexity of the crack network. Further, the

displacements caused by the development of cracks are dominant because they

are the first SM for utot and umec. A consequence of measurement uncertainty
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is the grainy hues in the sub-regions of utot SM when compared to the smoother

hues for umec. This is an additional reason for focusing the study on umec.

(a) (b)

(c) (d)

Figure 4.37: First spatial mode for utot (a,c) and umec (b,d) in the horizontal (a,b) and
vertical (c,d) directions (specimen T50-H50-F2c)

The first SM is shown in Figure 4.38 for ε1. The crack network is apparent

as in the first SMs utot and umec of, confirming that crack openings are the main

event of the displacements on the surface of the specimen. It is worth noting that

the first SM has levels essentially in the contraction regime (i.e., ε1 < 0). This trend

is to be expected since the first TM was negative so that their product becomes

positive, which is expected for mode I cracks.
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(a)

Figure 4.38: First spatial modes of the maximum principal strain field (specimen
T50-H50-F2c)

4.8.1 Truncation Based on Uncertainties

One of the many features of PCA is to reconstruct the original data by using

the principal components and discard the others that may correspond to noise.

However, it is very important to study the error due to this truncation step and

be sure that it is below the measurement uncertainty. First, the 10 initial im-

ages acquired before the crack initiation were used to evaluate the measure-

ment uncertainties. For this analysis, each independent image pair was used,

thereby resulting in a set of 90 DIC results for displacement and strain fields. The

variance was computed time-wise for each degree of freedom of the displace-

ment fields utot, urbm and umec. Figure 4.39 shows the standard uncertainty

fields for all three fields. Some areas with high uncertainties are observed in

Figure 4.39(a,c,d,f) due to open pores on the castable surface. Such features

create shadow regions that result in low gray level gradients, which increase the

uncertainty levels. The spots with higher uncertainty in Figure 4.39(c) are due

to the effect of pores, and they are less visible in Figure 4.39(a) because of the

high fluctuations associated with rigid body motions, which are higher than those

for mechanical displacements. The same phenomenon is observed for the verti-

cal component (Figure 4.39(d-f)). However, the fluctuations of urbm are higher in

the vertical direction (Figure 4.39(e)) than in the horizontal one (Figure 4.39(b)),

and the gradient of these fields indicates the presence of rotation, which may be

caused by an accommodation of the specimen on the metal rods of the specimen
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support (Figure 4.1) that may slightly move and bend (i.e., fulfilling their intended

role).

(a) (b) (c)

(d) (e) (f)

Figure 4.39: Standard displacement uncertainty fields for utot (a,d), urbm (b,e), and
umec (c,f) in the horizontal (a-c) and vertical (d-f) directions. The displacements are

expressed in pixels

Table 4.5 shows the standard displacement uncertainties computed as the

root mean of the variance fields for each direction. For urbm, the levels are one

order of magnitude higher than those of umec, and close to those of utot. This

result indicates that the temporal fluctuations due to urbm cause most of those of

utot. The rather low fluctuations of umec are closer to measurement uncertainties

expected from DIC measurements [93].

Table 4.5: Standard displacement uncertainties (expressed in px) for the three
considered fields

utot urbm umec

x 0.14 0.13 0.03
y 0.47 0.47 0.03
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The same analysis was carried out for the maximum eigen strain field com-

puted from utot (or equivalently from umec) whose uncertainty field is shown in

Figure 4.40. A rather uniform distribution is observed. The corresponding stan-

dard strain uncertainty is equal to 0.53%.

Figure 4.40: Standard uncertainty field for the maximum eigen strain ε1

The Signal to Noise Ratio (SNR) is introduced as an indicator for the trunca-

tion error. First, the standard deviation of the truncation error was estimated for

various numbers of modes. Then it was divided by the standard displacement un-

certainty (Table 4.5). Figure 4.41 shows the change of SNR of the truncation error

for the three considered displacement fields and for the maximum eigen strains.

The horizontal line SNR= 1 shows the limit for which the truncation error reaches

the measurement uncertainty. In the present case, using two terms for utot, one

term for urbm and 7 for umec would be the optimal truncation. If only one mode

was kept, the truncation error is about three times the measurement uncertainty,

which is already very low.

The optimal truncation for ε1 uses 14 terms as shown in Figure 4.41(b) with a

smoother decay. For comparison, the truncation of umec had only one term above

twice the uncertainty level (SNR> 2) and ε1 has only two terms (the second being

2.09). If only one mode is kept, the truncation error is less than three times the

measurement uncertainty, which is again very low.
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Figure 4.41: Truncation errors as functions of number of modes for (a) utot, urbm, umec,
and (b) ε1

From all these analysis, it is concluded that the truncation to the the first mode

of umec and the maximum principal strain field provides most of the experimental

information with a big order reduction.

The first TMs are approximated with the two-parameter Weibull law [157, 158]

T1(t) = T∞ (1 − exp(−( t
tc
)
m

)) (4.2)

wherem is the shape parameter (or Weibull modulus), tc the scale parameter, and

T∞ a normalizing constant. In the present case, tc defines the characteristic time

of the transformation, and ∆tc = etc/m the characteristic duration (with e = exp(1)),
see Figure 4.42(b) in which the skeletal trend (i.e., trilinear function considering

that damage develops linearly from an undamaged to a fully damaged state) is

defined by noting that T1(t = tc)/T∞ = 1 − 1/e and (dT1/dt(t = tc))/T∞ = m/etc.
Figure 4.42(a) shows that the proposed fit is in good agreement with experimental

observations.
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Figure 4.42: (a) First TMs associated with umec and ε1 and their Weibull fit. (b) Weibull
law and skeletal trend.

Table 4.6 gathers the Weibull parameters and the corresponding characteris-

tic duration ∆tc. The latter is very close for both ways of expressing the first TM,

namely, via umec or ε1 even though the characteristic time and Weibull modulus

are different. In the present case, the first kinematic mode is related to the de-

velopment of the crack network, which is caused by the excess of MgO hydration

during the curing and drying of the castable. The hydration kinetics is followed by

means of damage evaluations [159]. The parameter ∆tc characterizes the dura-

tion of damage growth (due to the underlying reaction). From the skeletal trend

(Figure 4.42(b)), the damage initiation time reads tini = m+1−e
m tc and the saturation

time becomes tend = m+1
m tc (with ∆tc = tend − tini).

Table 4.6: Weibull parameters and characteristic duration for the first TM associated with
umec and ε1

Analyzed field m tc [h] ∆tc [h] tini [h] tend [h]
umec 2.3 33.7 39.8 8.5 48.4
ε1 2.5 36.4 39.6 11.4 51.0

The characteristic duration ∆tc is virtually identical when using umec or ε1 (Ta-

ble 4.6), which is very important for the kinetic characterization of the studied pro-

cess. If ∆tc had varied with the analyzed field, it would mean that there existed

an interference of the PCA procedure in the kinetics, which may be an apparent

acceleration (i.e., reduced ∆tc) or retardation (i.e., increase in ∆tc). The only

effect is a shift of the initiation and saturation times depending on the analyzed

field. The shift is ≈ 3 h or approximately 7% of the duration of the damage process
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(i.e., 40 h). In the next section, the two-parameter Weibull is applied to the other

specimens to study the effect of the temperature and the relative air humidity in

the kinetics of curing and drying.

4.9 Adaptive Meshing for DIC

The standard uncertainties of ε1 and MCOD were computed for decreasing

element sizes using images acquired before the crack initiation. The curves for

the specimen T50-H50-T1c are shown in Figure 4.43, and their slopes provide

the α and α + 1.
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Figure 4.43: Standard uncertainties of the maximum eigen strain (a) and MCOD (b) as
functions of the inverse of the element size L for the initial images of the curing and

drying experiment. The dashed lines depict power law fits according to Equations (3.20)
and (3.21)

The slopes of the power law fit in the semi-log plots are −1.89 and −0.90 for the

ε1 and for MCOD, respectively, which validates the Equations (3.20) and (3.21).

The standard deviation of the GLR normalized by the dynamic range of the

reference image is shown in Figure 4.44. It was used uniform meshes (UMs)

with different element sizes, e.g., 64, 32, 16, 8 and 4 px, to investigate their ef-

fect on the GLR. In the beginning of the experiment, it means before the crack

initiation, the overall GLR level is mainly related to acquisition noise due to light-

ing variations and the environment of the climatic chamber (presence of vapor

streams). The correction proposed in the Brightness and Contrast Correction

section (page 58) were not used herein to highlight the increase in noise sensi-

tivity with a decrease of the element size (i.e., higher spikes for small element
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UMs).

Figure 4.44 shows the standard deviation of the GLR when normalized by

the dynamic range of the reference picture. The effect of the element size for a

uniform mesh (UM) was first investigated. At the beginning of the test, the overall

GLR level is mainly related to acquisition noise. The fluctuations are also due to

lighting variations and the environment of the climatic chamber. They are more

pronounced in this second experiment, as highlighted by the spikes. Corrections

to the gray level fluctuations were suggested for such cases [160]. However,

the correction was not used herein to evidence the increase in noise sensitivity

with a decrease of the element size (i.e., increase in spike amplitudes for small

elements).
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Figure 4.44: Frame by frame normalized standard deviation of the gray level residuals
(GLR) as % of the dynamic range for uniform meshes with different element sizes (64,
32, 16, 8 and 4 px) for specimen T50-H50-T1c. The vertical dashed line depicts frame

#38

The GLR for each UM are very close until frame #38, in which cracks start

to show measurable MCOD. For the following frames, the GLR curves are distin-

guishable because of the lack of degrees of freedom (DOFs) to properly describe

the crack network. This contribution to the GLR is less pronounced as the ele-

ment size decreases and the number of DOFs increase.
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The MCOD fields for frame #38 computed using the different UMs and the

relation 1 px ≡ 50µm are shown in Figure 4.45. The 63 and 32-px meshes yield

very coarse crack patterns, being difficult to identify a crack network. From 16

down to 4-px meshes it is easier to distinguish regions with high MCOD levels

(i.e., cracks) and other ones with very low values (i.e., clusters of aggregates). It

is worth noting that the MCOD provided by the 4-px mesh showed smaller values,

which indicates an effect of mechanical regularization that can be described as

an over regularization.

0 5 10 15 20 25 30 35

63 px 32 px 16 px

8 px 4 px

MCOD [µm]

Figure 4.45: Specimen T50-H50-T1c mean crack opening displacement (MCOD) fields
for frame #38 using different size UMs (1 px ≡ 50µm )

Since the AMs contain more than one element size it is convenient to clas-

sify them by the k value, i.e., by the gain applied to the uncertainty threshold

(Equation (3.21) page 47). Figure 4.46 shows the map of element sizes for four

different values of k. For k = 12 and 6, the localized refinements are not very

effective (the threshold gain is exaggerated), and the AMs are similar to the UMs

(Figure 4.46(a-b)). However, it is possible to depict clusters of same size as the

elements (i.e., 16 px and 32 px) for k = 3 and 1.5 (Figure 4.46(c-d)). The case

k = 1.5 leads to the best crack network description with 8 px elements for the
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cracks and clusters of bigger sizes. It is worth noting that in the present case a

very small level of k was needed to properly capture all the fine details associated

with the crack network.

(a) (b)

(c) (d)

Figure 4.46: Element size maps for different initial threshold (Ju∗K = kσ, where k is the
gain) for frame #38 of the MgO hydration case, defined as (a) 12, (b) 6, (c) 3, and (d) 1.5

times the displacement uncertainty (specimen T50-H50-T1c)

The resultant MCOD fields for the different AMs are shown in Figure 4.47 for

frame #38. The fields for k = 1.5 AM (Figure 4.47(d)) and 8-px UM (Figure 4.45)

are very similar. The crack network is “blurred” with an increase of k, and follows

a similar trend as augmenting the element size. This similarity also indicates that

k = 1.5 leads to the best AM for Case #3.
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(a) (b)

(c) (d)

Figure 4.47: MCOD fields for picture #38 and different initial thresholds (Ju∗K = kσ) of the
MgO hydration case, defined as (a) 12, (b) 6, (c) 3, and (d) 1.5 times the displacement

uncertainty (specimen T50-H50-T1c)

The mean element size maps, the hanging and parent nodes, and the MCOD

fields are reported in Figure 4.48 to illustrate the refinement steps. The discretiza-

tions were obtained for a sub-region of 130 × 130 px (or 6.5 × 6.5 mm2) of speci-

men T50-H50-T1c for k = 1.5.
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Figure 4.48: DIC + AM k = 1.5 for test T70-H50-T1c. (1st column) Element size fields for
each refinement step; (2nd column) Hanging nodes and parent nodes are depicted in the

meshes; (3rd column) Resulting MCOD fields used to define the targets of the next
refinement step (specimen T50-H50-T1c)
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The AM procedure is illustrated following the rows of Figure 4.48. First, a

coarse structured mesh with elements of 64 px (or 3200 µm) in length, and no

hanging nodes, is used in a DIC analysis correlating the reference image and

the frame #38. Elements with a MCOD higher than the AM k = 1.5 threshold are

subdivided. The second row of Figure 4.48 shows the second step of refinement,

two mean sizes of elements are present in the mesh, namely, 64 and 32 px (or

3200 and 1600 µm). In the second column, the hanging nodes (red circles) are

shown between their parent nodes (blue circles). If the node is both a hanging

and a parent node, it is marked in magenta. The Lagrangian matrix is written, and

the resultant MCOD field after a new DIC analysis is shown in the third column.

The procedure continues until the smallest elements achieve the size of 4 px (or

200 µm). The smallest elements should be longer than 1 px, otherwise, the DIC

procedure may present issues during the projector step (i.e., the procedure that

maps the pixels in the elements).

The normalized standard deviation of GLR comparing UMs and AMs is shown

in Figure 4.49 for the whole experiment. Similarly to the previously analyzed

case, the smallest residuals are observed for the 4 px UM, and AM with k = 3,1.5,

which are close to 16 px and 8 px UMs, respectively. The similarity of the curves

before frame #38 further evidences that no (or very little) cracks propagated until

this point. From frame #38 onward, higher residuals are related to the new gray

levels induced by the newly created cracks, and consequently the normalized

GLR follows the amount of DOFs to allow the capture of this complex kinematics

associated with the crack network. An additional contribution is given by the fact

that mesh adaption was not performed again after frame #38.
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Figure 4.49: Standard deviation of GLR for the different discretizations (i.e., UM: solid
lines, and AM: dash dotted lines). The vertical dashed line marks frame #38 (specimen

T50-H50-T1c)

The Hessian size for each case shown in Figure 4.49 is reported in Table 4.7

along with the normalized GLR for the last frame. The benefits of using AMs are

inversely proportional to the crack density, i.e., case where a large main crack

with few branches can profit more from AM than the present case [140]. Although

residuals of the 16 px UM are close to the AM with k = 3, the 16 px UM uses

half of the number of DOFs. The main benefit comes from using the AM with

k = 1.5, with similar GLR to the 8 px UM but using a 17% smaller Hessian, which

even contains few 4 px elements and with a Hessian about 5 times smaller than

the 4 px UM. In conclusion, the GLR due to the lack of DOFs to describe the

crack network kinematics is reduced with smaller increases in the Hessian size

because the AM procedure focuses the mesh refinement on the crack network.
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Table 4.7: Sizes of the Hessian matrices for uniform (UM) and adapted (AM) meshes
and standard deviation of normalized gray level residuals for the last analyzed frame

(#200)

Type Hessian size Feature STD of GLR [%]
UM 588 L = 64 px 3.85
UM 2,028 L = 32 px 3.10
UM 7,500 L = 16 px 2.58
UM 30,000 L = 8 px 2.26
UM 120,000 L = 4 px 2.11
AM 2,514 k = 12 3.34
AM 6,219 k = 6 2.83
AM 13,272 k = 3 2.53
AM 24,942 k = 1.5 2.29

One point of interest arises from the frame used for mesh adaption. Fig-

ure 4.50 shows the results of an AM with k = 1.5 for the very last frame of the

test (#200). The crack path is finely described with very small elements (Fig-

ure 4.50(a)), with considerably more 4-px elements than for the 38-th frame (Fig-

ure 4.46). The corresponding MCOD fields are compared in Figure 4.50(b-c).

The fluctuations seen for frame #38 are due the fine discretization related to crack

openings and not its initiation. Although the crack network was already visible in

earlier frames, its openings were very small.
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Figure 4.50: Results using a mesh adapted for the last frame. (a) Element size map.
MCOD fields for the 38-th (b) and the last (c) frames (specimen T50-H50-T1c)

Last, the ratio between GLR for the AM for the 38-th frame and the last picture

is shown in Figure 4.51. For earlier frames, a coarser discretization (provided

by the 38-th frame) was slightly better, and as cracks subsequently opened, the

second mesh provided little gain. This observation is further evidence that the

crack network was already formed in early frames.
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5 CONCLUSIONS

Aiming to evaluate the in situ development of crack networks via DIC, an in-

house climatic chamber with glass windows was built. The importance of using

specimens with a size compatible with a Representative Volume Element was

pointed out by comparing the crack networks generated by MgO hydration in high

alumina castables for cubic and bar-shaped specimens, the latter being required

for carrying out Impulse Excitation (IE) analyses. Cube-shaped specimens larger

than the bar-shaped samples were used, and highlighted the importance of a

satisfactory RVE size, as no significant boundary effects were observed for the

cubes. Tomography scans showed that cracks initiated on the surface, and prop-

agated toward the center of the castable specimens. This result validated the use

of DIC as a tool to study MgO hydration using surface images. It also showed

that ex situ scans may be carried out to fully quantify damage via digital volume

correlation.

One immediate advantage of DIC over IET is that it provides in situ evalua-

tions as the images are captured without taking the specimen out of the climatic

chamber, thereby automating the experiment. Besides, DIC supplied more infor-

mation about the damage development by highlighting its growth over time due to

increased crack density, represented by Surface Crack Density (SCD) and crack

openings via Mean Crack Opening Displacement (MCOD) for crack networks on

the monitored surfaces.

The size of elements in DIC analyses was chosen by comparing the RMS of

the gray level residuals and that of the maximum principal strain (i.e., the principal

data to compute the MCOD) for different sizes and different regularization lengths.

A size of 6 px (≈ 300 µm) was selected with a Mechanical Regularization (MR)

length of 10 px. Aiming at studying damage growth generated by MgO hydration,

the average MCOD and its standard deviation were computed frame by frame.

The network saturation is faster at 70°C than at 50°C, which was hardly reached

after 60 h for the latter. The relative air humidity did not show a conclusive ef-

fect over MgO hydration kinetics, because the increase of 20% in humidity at
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50°C reduced the brucite formation rate. However, the same increase of humidity

at 50°C sped up hydration. The crack quantification results showed fair repro-

ducibility among similar experiments. Conversely, the SCD results were more

reproducible. SCD values saturated faster than MCOD data, which accounted for

crack density increase and crack opening displacements as in-depth propagation

was still progressing.

Comparing the results of IE to those of DIC, the increase of damage quantified

by SCD and MCOD was associated with the reduction of macroscopic Young’s

modulus. It was observed that macroscopic damage still increased with aver-

age MCOD, even though the SCD had saturated. This observation showed that

MCOD data better captured the main features of the crack networks observed

herein. Combined with the results obtained by tomography scans, all these out-

comes validate the use of DIC for cases like those analyzed in this work. The

MCOD fields are very useful to quantify crack networks (e.g., damage localiza-

tion), which is an additional advantage of DIC over IET that provides one (macro-

scopic) damage value for the entire specimen.

DIC analyses were assisted by MR to restrict the space of solutions and help

in convergence. Further, Brightness and Contrast Corrections (BCCs) were stud-

ied, namely Brightness (B), Contrast (C), and Brightness and Contrast (BC). The

BCCs made use of two discretizations, namely, one 8-noded quadrilateral (Q8)

and the same mesh as that used to measure displacement fields (a Fine Mesh

(FM) with 6-px triangular elements). The acquired images were divided into a first

set composed of 10 images at the beginning of the experiment, and a second set

covering the whole experiment. The former was used to analyze the performance

of BCCs against vapor stream and temperature effects. The latter ones were used

to correct the pore effect without compromising the crack quantification. The un-

certainty quantifications showed that all BCCs were able to lower the gray level

residuals due to experimental variations of lighting. BC corrections led to the low-

est displacement and strain uncertainties for both discretizations, which were one

order of magnitude less than standard DIC results. Further, to avoid interpreting

pores as cracks, the Q8 discretization should be selected as it fully decouples the
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very details of the kinematics from BC corrections.

The benefits of applying Principal Component Analysis (PCA) were also inves-

tigated, mainly to reduce the subjective decisions of the user in the procedure.

The first Temporal Mode (TM1) showed a sigmoidal shape, such as the one

found in the literature for the MgO hydration kinetics [8]. It is very promising

since the TM1 shape was obtained by Singular Value Decomposition (SVD), an

algebraic procedure, without having to set a strain threshold defined by the user to

classify the elements in damaged or not. By applying PCAs to the displacement

fields, it was found that the rigid body motions were one source of fluctuations,

which call for the procedure to be applied to umec or ε1 fields (i.e., insensitive to

rigid body motions). The truncation error showed that the first modes associated

with umec and ε1 were just about three times the measurement uncertainties,

which is very low given the fact that the full experimental data were reduced to

one single mode. Further, the mean crack opening displacement (MCOD) fields

computed for the first mode associated with umec and ε1 were very close to each

other and just slightly different, at small MCOD levels, for raw DIC results, which

evidences the denoising effect of PCA.

A two-parameter Weibull law was used to approximate the first temporal modes

of the analyzed fields. Virtually the same characteristic duration was found for

both fields, which demonstrated no influence on the characterization of the re-

action kinetics by PCA. Only a small shift in the initiation and saturation times

was detected. The shift was about 7% of the characteristic duration, which lasted

40 h. With all these observations, it is concluded that PCAs applied to umec or ε1

provided essentially identical trends for the modal characterization of the damage

development in curing and drying of an MgO containing refractory castable.

It is important to highlight that the kinetics of curing and drying was studied

using the first temporal mode, which was provided by PCA, thereby reducing the

influence of user influence for crack definition. The present procedure is also

less intrusive than the traditional bar resonance since no mechanical contact is

needed nor ex-situ analyses.

Last, an Adaptive Meshing (AM) algorithm was developed to perform local-
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ized h-refinement following the elements with higher displacement discontinuities

(crack paths), and thus, optimize the mesh refinement for the present case. This

challenging case where the specimen is placed inside a climatic chamber showed

a the crack network distributed to the entire surface, which reduces the area that

does not require refinement. Besides the AM procedure showed benefits for re-

ducing the memory load with a Hessian about 17% smaller (or five times smaller

for the smallest tested UM). An additional benefit was that the map for the el-

ement size after adapting the mesh already showed the overall crack network.

The criterion to divide the elements was based on the standard uncertainty Mean

Crack Opening Displacement (MCOD) per element. This metric was estimated

by analyzing the initial frames, where no crack initiation was expected, and using

uniform meshes with the same element sizes as those that will make part of the

adapted meshes. The final threshold was proportional to the MCOD uncertainty

to only account for cracks (i.e., a multiplicative factor k > 1 was considered).
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6 SUGGESTIONS FOR FUTURE WORK

The following suggestions are proposed for future work.

The DIC methodology developed herein can be applied to study the relation-

ship between the packing factor (q) and the crack network. Further, Calcium

Aluminate Cement (CAC) content is relevant to damage initiation during MgO hy-

dration, which may affect cracking. Another suggestion is to vary the shape of the

specimen. For example, use a WST specimen to study the effect of macroscopic

cracks (initiated by stress concentrations in pre-crack initiated on the notch) on

the crack network formation.

Digital Volume Correlation may be applied to evaluate the damage in the entire

volume of the specimen, not only on the surface. Further, the contrast in tomo-

graphic images represents the density of constituents, which may provide insights

about the effects of the microstructure on the crack network. The AM procedure

has a high potential of reducing the computational cost of Digital Volume Corre-

lation analysis, where data are usually considerably bigger than DIC, especially

for cases with localized phenomena as the Wedge Splitting Test. Implementing

a refinement termination based on the gray level residuals and real-time applica-

tions of this procedure during the DIC analyses of many images are other future

improvements of this new methodology.

The kinetics of curing and drying was studied using the first temporal mode

can be improved by testing other mathematical models than the two-parameter

Weibull described hereafter. The Proper Generalized Decomposition (PGD) may

be used to successive enrich the kinematic model used to represent the MgO

hydration.
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