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Abstract

This thesis is composed of three parts. In the first part, a study of transport in semicon-

ductor nanowires is carried out, in which the multichannel scattering occurs in a certain

finite region, providing a reentrance in the conductance. This reentrance is analyzed in

zero magnetic field configuration for cases where there is a strong spin-orbit coupling

and for a structural deformation in the nanowire, where it suffers a localized expansion.

Furthermore, both cases are also investigated in the presence of a magnetic field, where

the reentrance also appears in higher energy channels. In the second part of this thesis,

machine learning is applied to successfully determine physical parameters of two qubits in

coupled semiconductor quantum dots, with the aim of locally measuring the qubits and

reducing the necessary measurements performed in the laboratory. In the third part of

the thesis, the study focuses on the interaction of distant qubits formed by quantum dots.

These qubits are modeled by a spin chain with nearest neighbor interactions and the goal

is to implement SWAP and CNOT quantum logic gates in this spin network. Finally, by

using SWAP gates, it is possible to propagate quantum information along the spin chain.

When noise effects are taken into account, there is a relevant difference in the order of

application of the logic gates, which leads to an increase or decrease in the effectiveness of

the application of quantum gates.



Resumo

Esta tese é composta de três partes. Na primeira parte, é realizado um estudo de trans-

porte em nanofios semicondutores, no qual o espalhamento multicanal ocorre em uma

determinada região finita, proporcionando uma reentrância na condutância. Essa reentrân-

cia é analisada em configuração de campo magnético nulo para casos onde há um forte

acoplamento spin-órbita e para uma deformação estrutural no nanofio, onde ele sofre uma

expansão localizada. Além disso, ambos os casos também são investigados na presença

de um campo magnético, agora apresentando reentrâncias em canais de maior energia.

Na segunda parte desta tese, o aprendizado de máquina é aplicado para determinar com

sucesso parâmetros físicos de dois qubits em pontos quânticos semicondutores acoplados,

com o objetivo de medir localmente os qubits e reduzir as medições necessárias realizadas

em laboratório. Na terceira parte da tese, o estudo foca na interação de qubits distantes

formados por pontos quânticos. Esses qubits são modelados por uma cadeia de spin com

interações de vizinhos mais próximos e o objetivo é implementar portas lógicas quânticas

SWAP e CNOT nessa rede de spin. Finalmente, usando portas SWAP, é possível propagar

a informação quântica ao longo da cadeia de spin. Quando os efeitos do ruído são levados

em consideração, há uma diferença relevante na ordem de aplicação das portas lógicas, o

que leva ao aumento ou diminuição da efetividade da aplicação das portas quânticas.
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1 Introduction

1.1 Quantum computation

The concept of quantum computing began to be developed and studied in the

early 1970s by works such as of Alexander Holevo (2) in quantum information and

of R.P. Poplavskĭı (3) showing the computational inefficiency of simulating quantum

systems on classical computers. Later, in early 1980s, it was consolidated by the physicist

Richard Feynman (4), who proposed that quantum computers could be used to simulate

quantum systems that are difficult to model with classical computers. The first practical

demonstrations of quantum algorithms were conducted by researchers such as Peter Shor

and Lov Grover (5, 6) in the 1990s.

Today, there are many companies and research institutions working on building

practical quantum computers, including Google, IBM, Xanadu, and Microsoft. These

efforts have led to significant milestones in quantum computation, such as Jiuzhang

computer from University of Science and Technology of China with the demonstration of

quantum supremacy in 2021 (7), which illustrated how a quantum computer could solve

a problem faster than the world’s most powerful classical supercomputer. Despite these

advances, quantum computing is still in the early stages of development, and there are

many technical challenges that need to be addressed to advance further.

Briefly speaking, quantum computation is a type of computation that uses quantum

mechanical phenomena, such as superposition and entanglement, to perform operations on

quantum bits (qubits) instead of classical bits. It is different from classical computation

because it exploits the principles of quantum mechanics to perform certain calculations

faster and more efficiently than classical computers. In quantum computation, qubits can

exist in a superposition of states, meaning they can represent multiple states simultaneously.

For example, a qubit can represent both a bit 0 and a bit 1 at the same time, whereas a

classical bit can only represent one of those bits at a time. This allows for the processing of
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much larger amounts of information in parallel, resulting in faster computation for certain

types of problems. These qubits can be constructed in several ways, such as topological

qubits (8), superconducting qubits (9, 10), trapped atoms (11), photons (12), and quantum

dots (13).

1.2 Semiconductor based platforms

Semiconductor-based platforms offer a promising avenue towards building scalable

quantum computers (14, 15, 16, 17). One approach is through the use of topological

insulators (18), which are materials with a unique electronic structure where conducting

states are topologically protected against backscattering (19, 20, 21). The topological

nature of these states makes them robust to perturbations, which is crucial for quantum

information processing. Quantum dots, which are small islands of semiconducting materials

that can trap a small number of electrons, provide another route towards quantum

computing. Quantum dots allow for precise control of the quantum states of electrons,

making them a promising platform for qubits (22). By exploiting the quantum properties

of these platforms, researchers aim at developing robust and scalable quantum computing

technologies for a wide range of applications, such as cryptography, optimization problems,

and simulation of quantum systems.

Topological insulators are a class of materials that have been of significant interest

in the field of condensed matter physics due to their potential applications in electronic

and spintronic devices, in particular semiconductor nanowires (NWs) (23, 24). These are

one-dimensional structures that have a diameter of only a few nanometers and a length of

several micrometers. They have unique electronic properties due to their small size, which

can lead to quantum confinement effects. This confinement can cause the energy levels

of electrons to be quantized, resulting in a discrete set of energy levels (25). In addition,

semiconductor NWs can be grown with a variety of material systems, including III-V

compounds (26), silicon, and germanium (27), making them a versatile platform for the

development of electronic and quantum devices.
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One of the key properties of topological insulators is their ability to exhibit a

bulk band gap while having a gapless surface state (28). The surface states of topological

insulators are protected by time-reversal symmetry (19, 20), which means that they cannot

be destroyed by small perturbations. This property makes them particularly useful for

quantum computing, as the surface states can be used to create qubits that are protected

from environmental noise.

In semiconductor NWs, the surface states of topological insulators can be engi-

neered by the application of an external magnetic field. When a magnetic field is applied

perpendicular to the axis of the nanowire, the surface states of the topological insulator

are split into two energy levels that are separated by the Zeeman energy (25). The Zeeman

energy is proportional to the strength of the magnetic field and the magnetic moment of the

electron. This splitting of the surface states can be used to create a qubit with two states,

which can be manipulated using microwave pulses. However, these types of qubits are

still susceptible to environmental noise and decoherence, which can limit their usefulness

in practical quantum computing applications. To address this problem, researchers have

turned to Majorana fermions (29).

A Majorana fermion is a special type of quasiparticle proposed in 1937 by Ettore

Majorana, which is a particle that is its own antiparticle (30). In condensed matter

systems, these Majorana fermions can also manifest as Majorana bound states (MBSs)(31).

These MBSs emerge at point-like defects in a class of superconducting systems called

topological superconductors (28, 32, 33). They possess intriguing properties: are their

own antiparticles (34), have zero spin and zero charge, and exist at exactly zero energy

with a gap separating them from other quasiparticle excitations, Consequently, they are

referred to as Majorana zero modes. Most notably, MBSs in a 2D material are a type

of non-Abelian anyons (35, 36), meaning that exchanging two MBSs results within a

degenerate subspace. Formally, this is equivalent to multiplying a vector constructed out

of such degenerate ground states by a matrix. Since matrix multiplication is generally

noncommutative, the order in which such anyons are exchanged now matter (37). These

properties make MBSs promising candidates for topological quantum computers, with
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logical gates implemented through anyon exchange.

MBSs were predicted to occur in superconductors with rare spin-triplet pairing

symmetry (38, 39, 36). However, it was later realized that an effective spin-triplet pairing

can be engineered by combining a conventional spin-singlet s-wave superconductor with a

material exhibiting helical bands (40, 41). These so called helical bands refer to unique

property in the electronic bands: the electron’s spin is intrinsically coupled to its momen-

tum. Specifically, the spin direction of an electron becomes locked or correlated with its

momentum direction. Moreover, the collective behavior of electrons within helical bands

defines the helical states. And when a material exhibits helical states, it means that there

are regions or regimes in the material where electrons propagate in a counterpropagating

manner along a specific direction. With this discovery MBSs now appears within experi-

mental reach and have been proposed to emerge in various systems (40, 42, 43, 44, 45). One

promising approach to realizing topologically quantum computation is by employing MBSs

in NWs with strong spin-orbit coupling (SOC) (46, 47, 48). Semiconductor NWs based on

InAs and InSb have a strong SOC and the experimental realization and characterization of

such NWs have been recently explored to check the existence of helical states (1, 49, 50, 51).

The characterization of helical states can be performed by checking the existence of the

re-entrant behavior, which appears as a dip in the conductance probed in NWs with strong

SOC and under a perpendicular magnetic field.

Quantum dots (DQs), on the other hand, are nanoscale structures made of semicon-

ducting materials that can trap a small number of electrons in a confined space, forming

an artificial atom (52). The confined electrons in QDs exhibit quantum behavior, which

makes them a promising platform for quantum computing (53, 13).

In a quantum dot-based qubit, the two states of the qubit are associated with the

spin of a single electron confined within the quantum dot. The spin of the electron can

be manipulated by applying a magnetic field, which can be used to perform quantum

operations. One of the key advantages of QDs is their scalability. They can be fabricated

in large arrays using standard semiconductor fabrication techniques (54), allowing for

the construction of large-scale quantum devices. In addition, they can be integrated with
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classical electronics, which enables the readout and control of the qubits.

One of the main challenges of QDs is achieving high-fidelity control of the qubits.

In particular, there are several sources of decoherence that can degrade the performance of

the qubits, such as fluctuations in the magnetic field, phonon-mediated interactions, and

charge noise. To mitigate these effects, researchers are developing various techniques such

as dynamical decoupling (55, 56), error correction codes (57), and spin echo techniques

(58, 59).

Another challenge is the limited range of interactions between the qubits in a

quantum dot array. The interactions between the qubits are mediated by the exchange

of electrons, which can be limited by the size of the quantum dot and the distance

between them. To overcome this challenge, researchers are exploring the use of long-range

interactions, such as dipole-dipole interactions (60, 61) or photon-mediated interactions

(62).

Despite these challenges, QDs offer a promising platform for quantum computing.

They have already been employed to demonstrate the ability to perform basic quantum

operations, such as single-qubit gates and two-qubit gates, and hold promise for the

development of large-scale quantum devices. In addition to quantum computing, QDs are

being explored for other applications such as quantum sensing (63), quantum metrology

(64), and quantum cryptography (65).

1.3 Structure of the thesis

Recently in 2017 Heedt et al., experimentally study the transport properties of

semiconductor NWs with strong SOC, focusing on the behavior of electron interactions

in quantum point contacts (Figure 1a). They treated a NW covered by a dielectric layer,

controlling the number of channels based on an applied voltage, in the presence of an electric

field with a magnetic field variation. The authors observe an unusual conductance feature

that they attribute to the emergence of a helical gap (Figure 1b). Unlike previous theoretical

predictions, the authors confirm the presence of helical states through measurements of
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the re-entrance behavior in the conductance in the absence of an external magnetic field.

(a) (b)

Figure 1 – Conductance and pseudogap feature from reference (1). (a) Top-view image of
the InAs nanowire covered with a layer of a dielectric. Numbered from I to VII
are the top-gate electrodes used to deplete the channel and control the number
of 1D subbands. (b) Re-entrant conductance behavior on the first plateau, with
the re-entrant conduction feature location indicated by the black arrows.

In chapter 2, we theoretically demonstrate that the observation of the conductance

dip can be explained through a multi-channel scattering mechanism, which causes a

reduction of the transmission when an effective attractive potential and coupling between

different channels are present. Both ingredients are provided by the SOC in the transport

properties of NWs. The relative effect of the sharpness of interfaces and external fields

has also been assessed. The reduction of symmetry constraints of the NW is analyzed

and proven to be important in the tuning of re-entrant characteristic. Furthermore, we

investigate the effects of deformations in the electronic transport in NWs considering

the coupling between different transverse modes. Within this approach, it is shown that

the dip in the conductance of an NW is affected by the presence of a local constriction.

Moreover, we show that the reentrant feature in the conductance can appear in NWs with

a local expansion of its radius, even in the absence of SOC and magnetic field.

In quantum mechanics, we can only have access to information about the quan-

tum system through the so-called observables, which are mathematically described by
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Hermitian matrices or operators. In an experiment, we can only observe the eigenvalues

of these observables. Moreover, the outcomes of each possible measurement on a system

are described by the state vector, which provides a probabilistic distribution for these

eigenvalues. Observables, such as the density matrix of the system, are obtained through

several experimental measurements and by using the state tomography (66). However,

this task is often time-consuming due to the required large number of measurements and

manipulations. In the chapter 3, we construct a protocol using machine learning tools to

determine physical parameters of interest. Particularly, we focus on the determination

of parameters of the Hamiltonian describing a double quantum dot system. By training

a neural network to predict the parameters of the Hamiltonian using theoretical values

calculated from measurements of observables at different time values, we study models

that can be used to predict the interqubit coupling.

In the chapter 4, our study focuses on the problem of noise effects that can degrade

the performance of interacting distant quantum dot qubits. In this study, we model QDs

spin qubits as a spin chain with nearest-neighbor interaction. Using this model, we can

perform the interaction of distant qubits by the action of consecutive SWAP gates. The

SWAP gate exchanges the information of two different qubits and it is obtained by a

time-dependent interaction of nearest-neighbor qubits that is switched on and off as the

quantum information propagates through the system. By using this scheme, we can also

implement the CNOT gate, which is a fundamental gate to obtain universal quantum

computation. These gates are demonstrated in a system that is free from decoherence,

allowing for a very efficient connection between distant qubits. Lastly, we analyze the

effects of dissipation on the system. We consider dephasing and amplitude-damping errors

in each site of the spin chain and found that the application order of the SWAP and

CNOT gates is important and depends on the type of error present.
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2 Transport in semiconductor nanowires

2.1 Introduction

As already mentioned in the Introduction of this thesis, a signature to verify helical

states is the so-called reentrant behavior (67), which appears as a measurable dip in the

conductance when an external magnetic field is different from zero. In Ref. (1), however,

an unexpected result was observed: the appearance of the reentrant characteristic in

the absence of the external magnetic field. This feature was attributed to spin-flipping

two-particle backscattering (1, 68, 69). Nonetheless, the dip at zero magnetic field may

also appear in the presence of scattering by impurities (70, 71). Consequently, a clear

explanation for the reentrant feature is still lacking, as stated in Ref. (51), and we also

subscribe to that assertion.

In this chapter, we want to shed light on the problem of the observation of the

reentrant behavior when the magnetic field is absent by adding an essential ingredient

that has clearly been previously overlooked. In our approach we reinterpret the dip in the

conductance as a resonant reflection and use the Rashba Hamiltoninan for the SOC. To

comprehend this effect, one needs to understand that the Rashba Hamiltonian limited to a

finite region behaves as an attractive potential, as shown in Ref. (72). Furthermore, it has

been demonstrated that a resonant reflection (dip in the conductance) might occur if two

conditions are satisfied: the scattering by an attractive potential and the coupling between

different transport channels (73), even in the absence of a magnetic field. Precisely, these

two ingredients are present in quasi-one-dimensional systems, such as NWs, where the

SOC takes place in a finite region.

Furthermore, we show that these fundamental ingredients can also be found in

NWs having only a local structural deformation. The appearance of the dip in the

conductance can be observed even when the Rashba SOC is lacking, but the NW must

have a limited region of space where its radius suffers an expansion. On the other hand,
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a local radius compression does not trigger the dips in the conductance because the

fundamental ingredient of having an attractive potential is lacking in this case. Lastly, we

provide a scheme to numerically solve the transport of charges considering the coupling

among several scattering channels and the spatial dependence of the localized potential,

which made the realization of the study of structural deformations in NW possible. This

method is very useful and can be employed to investigate other systems, e.g. to study

the transport of holes with different effective masses coupled between each other in a

heterostructure using the Luttinger Hamiltonian (74). The presented results below were

published in Refs. (75, 76).

2.2 Theoretical model

Our model for studying electronic transport in a NW starts by analyzing a system

with only the lateral confinement, described by the following Hamiltonian[
−ℏ2

2m∗ ∇2 + Vc(x, y)
]

Ψ(x, y, z) = EΨ(x, y, z), (2.1)

where m∗ is the effective mass and Vc(x, y) is the lateral confining potential defined as the

harmonic oscillator potential

Vc(x, y) = m∗ω2
0

2 (x2 + y2), (2.2)

where ω0 = ℏ/(m∗r2
0), and r0 is the NW radius. To solve Equation 2.1, we use the transverse

modes Φn,m(x, y), which are solutions of the following simplified equation[
−ℏ2∇2

⊥
2m∗ + m∗ω2

0
2 (x2 + y2) − En,m

]
Φn,m(x, y) = 0. (2.3)

By using creation and annihilation operators,

aq =
√
m∗ω0

2ℏ q + i√
2m∗ℏω0

pq, (2.4a)

a†
q =

√
m∗ω0

2ℏ q − i√
2m∗ℏω0

pq, (2.4b)

which q = x, y and pq = −iℏ ∂
∂q

, we can rewrite Equation 2.3 as

ℏω0
[
a†

xax + a†
yay + 1

]
|Φn,m⟩ = En,m|Φn,m⟩, (2.5)
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whose eigenvalues are

En,m = ℏω0(n+m+ 1), (2.6)

for n = m = 0, 1, 2, . . ., where n (m) are associated to the number operator Nx = a†
xax

(Ny = a†
yay).

2.2.1 Rashba SOC

To explore the role when the Rashba SOC is also taken into account, we must add

the Rashba term to Equation 2.1. Particularly, in the experiment described in Ref (1), a

perpendicular electric field is applied in a finite region along the longitudinal direction

of the NW. Once an electric field is applied, the structural inversion asymmetry SOC

emerges (77). Moreover, as depicted in Figure 2, the bias voltage applied between source

Figure 2 – Schematic picture showing the NW whose longitudinal direction coincides with
the z axis. The source and the drain are presented along with the region with
length L where the perpendicular electric field Ex between top and bottom
gates is applied. The magnetic field, Bx, is applied in the x direction.

and drain triggers a SOC, however, the electric field Ex, applied between top and bottom

gates is much higher, thereby causing a strong SOC. With the experimetal description

of a SOC in a finite region, we also assume that the Rashba interaction, caused by the

electric field Ex, acts only in the region of length L along the z direction, thus given by

the following equation

HSO = α(z)(kyσz − kzσy), (2.7)
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where σy (σz) and ky (kz) are respectively the Pauli spin matrix and the wave vector,

defined as kq = pq/ℏ, in the y-direction (z-direction), and

α(z) = α [Θ(z + L) − Θ(z − L)] (2.8)

where Θ(z) is the Heaviside function and α is the Rashba coupling strength. The wave-

function can be expanded in the complete basis formed by the transverse modes (channels)

such as

Ψs(x, y, z) =
∑
n,m

χs
n,m(z)Φn,m(x, y), (2.9)

where χs
n,m(z) is the scattering wave-function along the z-direction for each transport

channel j = (n,m, s), with spin index s = ±. Therefore, we can calculate the matrix

elements for the Hamiltonian

Hj,j′ =
[

−ℏ2

2m∗
∂2

∂z2 + Ej

]
δj,j′ +HSO

j,j′ (2.10)

where δ is the Kronecker delta and the Rashba elements, with the spin degree of freedom

(s) explicitly added, are given by

HSO
j,j′ (z) = ⟨Φn,m|α(z)kyσz − {α(z), kz}σy|Φn′,m′⟩

= −is [α(z)bm
m′δn,n′δs,s′ + {α(z), kz}δn,n′δm,m′δs,−s′ ] ,

(2.11)

with the intersubband term

bm
m′ = 1√

2r0

[√
m′δm,m′−1 −

√
m′ + 1δm,m′+1

]
(2.12)

and intrasubband term

{α(z), kz} = 1
2(α(z)kz + kzα(z)). (2.13)

From which we observe that the intersubband term only couples states with different

quantum number m, same quantum number n, and same spin; while the intrasubband

term couples states with different spin, and same quantum numbers n and m.

Ideally, we should consider infinite transport channels (subbands) to completely

solve the transport along the z direction, but the influence of high energy channels would

exponentially decay if incoherent transport effects were considered, in the same way that

occurs for the Shubnikov-de Haas oscillations (78). Thus, to extract the basic physics of
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the dip in the conductance, we consider the coupling between the lowest energy states.

Within this subspace, given by the quantum numbers j = (0, 0,+), (0, 0,−), (0, 1,+), and

(0, 1,−), we get the following Hamiltonian:

H =



ℏ2

2m
∂2

∂z2 + ϵ i{α(z), kz} −i α(z)√
2r0

0

−i{α(z), kz} ℏ2

2m
∂2

∂z2 + ϵ 0 i α(z)√
2r0

i α(z)√
2r0

0 ℏ2

2m
∂2

∂z2 + λ i{α(z), kz}

0 −i α(z)√
2r0

−i{α(z), kz} ℏ2

2m
∂2

∂z2 + λ


. (2.14)

For these states, we have that ϵ = E0,0 = ℏω0, λ = E0,1 = 2ℏω0, and the transport wave

function can be written as

X =
(
χ+

0,0(z) χ−
0,0(z) χ+

0,1(z) χ−
0,1(z)

)T
. (2.15)

Also, for better visualization, if we use the following linear combination between transport

channels with same energy

φ±
n,m(z) = (χ+

n,m(z) ± iχ−
n,m(z))e

∓iθ(z)
√

2
, (2.16)

where θ(z) =
∫ z

0 kα(z′)dz′ and kα(z) = mα(z)/ℏ2, and we rewrite the transport wave

function in this new basis

Φ =
(
φ+

0,0(z) φ−
0,0(z) φ+

0,1(z) φ−
0,1(z)

)T
, (2.17)

we arrive at the transformed Hamiltonian

H =



−ℏ2

2m
∂2

∂z2 + ϵ+ Vα(z) 0 0 −i α(z)√
2r0
e−2iθ(z)

0 −ℏ2

2m
∂2

∂z2 + ϵ+ Vα(z) −i α(z)√
2r0
e−2iθ(z) 0

0 +i α(z)√
2r0
e2iθ(z) −ℏ2

2m
∂2

∂z2 + λ+ Vα(z) 0

+i α(z)√
2r0
e2iθ(z) 0 0 −ℏ2

2m
∂2

∂z2 + λ+ Vα(z)


(2.18)

with the intrasubband term of the SOC contribution,

Vα(z) = −mα(z)2

2ℏ2 , (2.19)

clearly appears as an effective attractive (negative value) quantum well potential, as also

shown in Ref. (72). Its width is determined by L and the depth by the Rashba coupling
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strength (proportional to the perpendicular electric field Ex). Equation 2.18 leads to

equations coupled in pairs, given by

−ℏ2

2m
d2φ±

0,0(z)
dz2 + [ϵ− E − Vα(z)]φ±

0,0(z) − i
α(z)√

2r0
e−2iθ(z)φ∓

0,1(z) = 0, (2.20a)

−ℏ2

2m
d2φ±

0,1(z)
dz2 + [λ− E − Vα(z)]φ±

0,1(z) + i
α(z)√

2r0
e+2iθ(z)φ∓

0,0(z) = 0. (2.20b)

Equation 2.20a and Equation 2.20b were deduced in the simplest scenario to

demonstrate that, by considering the coupling between only four states and the mere

presence of the Rashba SOC within a finite region, the necessary conditions to observe the

resonant reflection (73) are satisfied; they are

(i) the existence of an attractive potential Vα(z)

(ii) the coupling between different channels ruled by the term ±i α(z)√
2r0
e±2iθ(z)

both more easily identifiable from the change of basis.

2.2.2 Structural deformation

In a second approach, we will study the electronic transport in a NW with structural

deformation, initially without the Rashba SOC, to reach the dip in the conductance. For

this modeling, we will add the potential V (x, y, z) describing the structural deformation

in the Equation 2.1. As illustrated in Figure 3, we separate NW into three regions: region

I corresponding to z ≤ −L/2, region II corresponding to |z| ≤ L/2, and region III

corresponding to z ≥ L/2. Moreover, we assume that V (x, y, z) is different from zero only

in the finite region II and model the z-dependence of the radius by the function

r(z) = r0 + ∆r(z), (2.21)

with r0 the NW radius, as previously defined, and ∆r(z) is the variation of the radius in

the region II. We choose two different forms for the radius variation,

∆r1(z) = ∆r0(1 − 2|z|
L

), for |z| ≤ L/2, (2.22)
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-L/2 L/2
Region I Region II Region III (a)

-L/2 L/2
Region I Region II Region III (b)

Figure 3 – Schematic picture showing the longitudinal cut of the NW containing an
expansion of the radius in the region II with length L. Panel (a) shows the cone-
shape deformation ∆r1(z), while panel (b) shows the square-shape deformation
∆r2(z).

and

∆r2(z) = ∆r0 =


sin

(
π(z+L/2)

2L0

)
, for −L

2 ≤ z < −L
2 + L0

1, for −L
2 + L0 ≤ z ≤ L

2 − L0

sin
(

π(L/2−z)
2L0

)
, for L

2 − L0 < z ≤ L
2

(2.23)

where ∆r0 is the maximum variation of the radius at z = 0 and L0 defines the the width of

the ramp between zero and ∆r0. The first form ∆r1(z) describes a NW with a cone-shape

deformation (panel (a) of Figure 3), while the second form ∆r2(z) produces a square-shape

deformation (panel (b) of Figure 3). We choose these two forms to probe the effects of

different shapes of deformations in the electronic transport properties. The main difference

between both shapes is that the square-shape deformation has a bigger area than the

cone-shape deformation. Furthermore, it is good to make it explicit that for ∆r0 < 0

there is a contraction and for ∆r0 > 0 there is a expansion of the NW. Furthermore, in
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the region II, we have a change in the radius that causes a change in the confinement,

which can be described by ω(z) = ℏ/(m∗r(z)2). Therefore, the scattering potential can be

modeled as

V (x, y, z) = m∗[ω(z)2 − ω2
0]

2 (x2 + y2), (2.24)

whose matrix elements are given by

V n,m
n′,m′(z) = v(z)⟨Φn,m|(ax + a†

x)2 + (ay + a†
y)2|Φn′,m′⟩

= v(z) [dn
mδn,n′δm,m′ + cn

n′δm,m′ + cm
m′δn,n′ ] , (2.25)

where

v(z) = ℏ[ω(z)2 − ω2
0]

4ω0
, (2.26)

and

dn
m = (2n+ 2m+ 1) (2.27a)

cn
n′ =

(√
n′(n′ − 1)δn,n′−2 +

√
(n′ + 1)(n′ + 2)δn,n′+2

)
. (2.27b)

In Equation 2.25, there are the diagonal terms proportional to V d
n,m(z) = dn

mv(z) and the

off-diagonal terms that couples channels that obey the selection rules n = n′ ± 2 with

m = m′ or m = m′ ± 2 with n = n′. The diagonal terms can be rewritten as a function of

the radius variation

V d
n,m(z) = dn

mℏω0
[r4

0 − r(z)4]
4r(z)4 ; (2.28)

thereby, showing that it is an attractive potential if the radius within the region II increases

(r(z) ≥ r0). For a narrowed NW in the region II, we have that r(z) ≤ r0 and the diagonal

term becomes a repulsive potential.

2.2.3 Numerical solution

To be able to solve the transport in the NW with Rashba SOC or with structural

deformation potential, we will observe that for both cases the expansion of the wave-

function was performed in the basis of the transverse modes. Therefore, the equation we

need to solve depends only on the scattering-wave functions χs
n,m(z),[

−ℏ2

2m∗
∂2

∂z2 + (Ej − E)
]
χj(z) −

∑
j′
Hj,j′(z)χj′(z) = 0 (2.29)



Chapter 2. Transport in semiconductor nanowires 32

for each transport channel j = (n,m, s), with spin index s = ±, and the z-dependent

Hamiltoninan H(z) including V (z) and/or HSO(z).

Usually, wave-functions are written in a vectorial form, but here we must use the

matrix form to be able to implement the numerical scheme. This matrix form also has the

advantage of considering the injection of electrons in different channels and solving these

different channels at once. We assume that there are three distinct regions where we must

compute the wave function. In the region I, the matrix elements of the wave-function χI

are defined by

χI =



eizk1 + r1,1e
−izk1 r1,2e

−izk1 . . . r1,Ne
−izk1

r2,1e
−izk2 eizk2 + r2,2e

−izk2 . . . r2,Ne
−izk2

r3,1e
−izk2 r3,2e

−izk3 . . . r3,Ne
−izk3

... ... . . . ...

rN,1e
−izkN rN,2e

−izKN . . . eizkN + rN,Ne
−izkN


(2.30)

In regions II and III, the matrix form for the wave-function respectively are

χII =



ϕ1,1(z) ϕ1,2(z) . . . ϕ1,N(z)

ϕ2,1(z) ϕ2,2(z) . . . ϕ2,N(z)

ϕ3,1(z) ϕ3,2(z) . . . ϕ3,N(z)
... ... . . . ...

ϕN,1(z) ϕN,2(z) . . . ϕN,N(z)


, (2.31)

χIII =



t1,1e
izk1 t1,2e

izk1 . . . t1,Ne
izk1

t2,1e
izk2 t2,2e

izk2 . . . t2,Ne
izk2

t3,1e
izk3 t3,2e

izk3 . . . t3,Ne
izk3

... ... . . . ...

tN,1e
izkN tN,2e

izkN . . . tN,Ne
izkN


. (2.32)

such that, the wave-function χR is the solution of Equation 2.29 in each region R = I,

II and III. We also assume that electrons are injected from the left (z = −∞) in the

channel index i. Particularly, if the Hamiltonian Equation 2.29 does not depend on spin

the transport equations can be solved to each spin separately. Although there are an
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infinite number of transverse modes, we truncate the problem to a certain size N . The

coefficients ri,j and ti,j represent the reflection and transmission coefficients of an electron

injected in j-th channel and scattered in i-th channel, that are independent of z. The

ϕi,j(z) are the wave-functions in the scattering region and depend on the potential and

Rashba SCO form.

To numerically solve the transport problem, we must be able to find ri,j, ti,j,

and ϕi,j(z). By means of the numerical integration of the coupled second-order ordinary

differential equations, one needs to know the wave-functions and its derivatives in a

certain point of space to be able to propagate the solution in the whole space. The

wave-functions described in Equation 2.30, Equation 2.31, and Equation 2.32 cannot be

univocally determined in a certain point of space because they depend on the ri,j , ti,j , and

ϕi,j(z). Thus, we need to rewrite Equation 2.32 in the following way

χIII =



eizk1 0 . . . 0

0 eizk2 . . . 0
... ... . . . ...

0 0 . . . eizkN


t, (2.33)

where

t =



t1,1 t1,2 . . . t1,N

t2,1 t2,2 . . . t2,N

... ... . . . ...

tN,1 tN,2 . . . tN,N


, (2.34)

and redefine the wave-functions such as: ξR = χRt−1, where R = (I, II, or III) and t−1

is the inverse of the transmission matrix given in Equation 2.34. With this redefinition,

the wave-function in region III does not depend on the transmission coefficients and it is

univocally determined. For z = L/2, the wave function and its derivative are given by

ξIII(L/2) =



eik1L/2 0 . . . 0

0 eik2L/2 . . . 0
... ... . . . ...

0 0 . . . eikN L/2


, (2.35)
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dξIII

dz
(L/2) =



ik1e
ik1L/2 0 . . . 0

0 ik2e
ik2L/2 . . . 0

... ... . . . ...

0 0 . . . ikNe
ikN L/2


, (2.36)

thereby, enabling us to match the wave-function and its derivative at the interface,

ξIII(L/2) = ξII(L/2), (2.37a)

dξIII

dz
(L/2) = dξII

dz
(L/2). (2.37b)

Through the matching conditions above, we are able to numerically propagate the solution

from z = L/2 to z = −L/2. Such a propagation can be performed, for example, by means

of the 4th order Runge-Kutta method applied to Equation 2.29.

ξII(L/2) propagate−−−−−→ ξII(−L/2), (2.38a)

dξII

dz
(L/2) propagate−−−−−→ dξII

dz
(−L/2). (2.38b)

At z = −L/2, we also have to impose the boundary conditions for the first interface,

ξII(−L/2) = ξI(−L/2), (2.39a)

dξII

dz
(−L/2) = dξI

dz
(−L/2). (2.39b)

By using the numerically evaluated wave-function above, we can find the original wave-

functions

χI(−L/2) = ξI(−L/2)t, (2.40a)

dχI

dz
(−L/2) = dξI

dz
(−L/2)t. (2.40b)

These two last equations form a system of linear equations with 2(N × N) equations

and variables, which can be solved numerically. If the wave-functions were written in a

vectorial form from the beginning, the matching conditions at z = −L/2 would lead to

a system of linear equations with different number of equations and variables, which is

inconsistent. The reflection ri,j and transmission ti,j coefficients are extracted from the
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solutions to the system of linear equations. The conductance can be evaluated through

the Landauer-Buttiker formula

G = G0Tr[tt†], (2.41)

where G0 = e2/ℏ and t is the transmission matrix, whose matrix elements are ti,j.

Finally, it is important to note that when Rashba is taken into account, the

boundary conditions for the derivative of wave-functions must be reformulated as (79):

dχIII

dz
(L/2) = dχII

dz
(L/2) + iM

2 χII(L/2) (2.42a)

dχII

dz
(−L/2) = dχI

dz
(L/2) − iM

2 χII(L/2), (2.42b)

where M is a matrix, whose elements are given by Mi,j = −2α(z)δn,n′δm,m′δs,s′ (see

Appendix A).

2.3 Results

2.3.1 Rashba SOC

In Figure 4, we plot the numerical solution for the normalized conductance as

a function of the total energy, varying the number of states (channels) and considering

α = α0 and L = 8.0r0, where ε0 = ℏω0, r0 =
√
ℏ/(m∗ω0), and α0 = ε0r0, which are the

chosen energy, length, and Rashba constant scales. The total energy, E, represents the

applied bias, which in turn is equivalent to the variation of the gate-voltage applied along

to the NW (80). In Figure 4, the conductance is almost constant for E > ε0 and no dip

is observed if only two channels with quantum numbers (0, 0,±) are taken into account

(similarly to a strict 1D transport model). However, once four channels {(0, 0,±), (0, 1,±)}

are considered, a strong reflection occurs, leading to a dip in the conductance, as can be

observed in the plot for normalized conductance show in Figure 4 for E ≈ 2ε0. The four-

channels case correspond to the numerical solution of Equation 2.20a and Equation 2.20b,

which has the intrasubband Rashba SOC term equivalent to an attractive potential in the

Region |z| ≤ L/2. Such a negative potential can support a quasibound state within this

region and this state interacts with the continuum states causing the strong reflection due



Chapter 2. Transport in semiconductor nanowires 36

0 1 2 3 4
E/ε0

0

2

4

6

8

10

12

14

16
G
/
G

0
2 channels
4 channels
8 channels
12 channels
24 channels

Figure 4 – Normalized conductance as a function of the normalized Fermi energy for 2, 4,
8, 12, and 24 channels, considering L/r0 = 8.0, α/α0 = 1.0, and null magnetic
field.

to interference effects. It is interesting to mention that, for E < 2ε0, only the states (0, 0,±)

admit scattering modes, whereas the other quantum channels correspond to evanescent

modes. Therefore, the influence of evanescent modes in the transport properties is very

important, as can be seen when comparing the conductance evaluated using two and four

channels in Figure 4. Note that the states (0, 1,±) and (1, 0,±) are degenerated in energy,

but only the state (0, 1,±) couples to state (0, 0,±); therefore, the conductance including

the state (1, 0,±) can be easily obtained by adding the constant value G0 for E > 2ε0 in

the four-channels results of the conductance.

When eight channels are considered, {(0, i,±), (1, 0,±)}, with i = 0, . . . , 2, the first

dip moves to lower energies in the first plateau and no dip is observed for E > 2ε0. The

dip shifts because of the coupling between states (0, 1,±) and (0, 2,±), which affects the

scattering mode (0, 0,±). Again, degenerated states (2, 0,±) and (1, 1,±) do not couple
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to the scattering modes and only contribute with a constant value to the conductance

evaluated with eight channels for E > 3ε0. To facilitate the numerical calculations,

degenerated states are not taken into account when they dip not couple to the scattering

modes within the total energy region considered, and their effect is only adding a constant

value G0 to the conductance when its channel is open.

Considering twelve channels, {(0, i,±), (0, j,±), with i = 0, . . . , 2 and j = 0, . . . , 2,

the first dip does not change because the coupling with the scattering mode with quantum

numbers (0, 0,±) has not been modified. On the other hand, a dip in the second plateau

appears for E ≈ 3ε0 due to the coupling between the scattering mode (1, 0,±) and the

evanescent modes (1, 1,±) and (1, 2,±). For 24 channels, {(0, i±), (1, j,±), (2, k,±)},

with i = 0, . . . , 4, j = 0, . . . , 3, and k = 0, . . . , 2, the first dip suffers a redshift due to extra

coupling between states (0, 3,±) and (0, 4,±). Two dips in the second plateau appears

because of the inclusion of states (0, 3±), (0, 4,±), and (1, 3,±). Furthermore, a reentrance

in the third plateau appears for E ≈ 4ε0 due to the coupling between states (0, 2,±),

(0, 3,±), and (0, 4,±). We can thus learn from the analysis of the results show in Figure 4

that for E < En,m the scattering mode designated by quantum numbers (n,m, s) couples

to the evanescent mode (n,m+ 1, s) through the intersubband term, which causes the dip

in the conductance. On the other hand, evanescent modes (n,m+ 1, s) and (n,m+ 2, s)

are coupled to each other, which modifies the conductance by a type of domino effect.

Of course, the domino effect keeps influencing the conductance up to a certain value of

quantum numbers, where incoherent effects take place. Hereafter, the number of channels

will be chosen depending on the range of energy studied, but the minimum number of

channels is fixed to 24.

According to Rainis and Loss (80), the smoothness of the electrostatic potential

profile between the contacts and the wire plays an important role in the observation of

the reentrant behavior for a finite magnetic field. They have shown that the electrostatic

potential profile should not be either too smooth or too abrupt to optimize the observation

of the dip in the conductance. Based on these discussions, we have also explored the effect

of sharpness of the interfaces of the SOC region by adopting a spatial dependence of the
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Figure 5 – (a) Normalized conductance as a function of the normalized Fermi energy for 24
channels, L/r0 = 8.0, α/α0 = 1.0, null magnetic field, by changing the degree
of smoothness of the SOC region, characterized by σ = 0, 0.1, 0.2, 0.5, and 1.0.
The curves are offset for clarity according to the indicated values.

Rashba coupling constant by

α(z) = α
{ 1

1 + e(z−L/2)/σ
− 1

1 + e(z+L/2)/σ

}
, (2.43)

where σ is the degree of smoothness. As can be observed in Figure 5, the conductance

obtained in the abrupt case σ = 0 is not very different from the cases where σ = 0.1 and

0.2. Only for σ = 0.5 and 1.0 does the conductance become quantitatively different from

the abrupt case, and the dip in the first plateau completely disappears when σ = 1.0.

Therefore, we can conclude that the smoothness of the SOC region affects the dip of the

conductance only when it is too smooth. Since the results of the sharp interfaces show a

good agreement with the relatively smooth spatial dependence of the SOC region, we will

hereafter employ the abrupt model in the numerical calculations.

The normalized conductance for different lengths of the SOC region is show in
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Figure 6 – Normalized conductance as a function of the normalized Fermi energy for 24
channels, considering L/r0 = 4.4, 5.6, 6.8, 8.0, and 8.8, null magnetic field, and
α/α0 = 1.0. The curves are offset for clarity according to the indicated values.

Figure 6, considering the following parameters: L/r0 = 4.4, 5.6, 6.8, 8.0 and 8.8, null

magnetic field, and α/α0 = 1.0. Showing that the dips can be tuned by modifying the

length L. For example, the first dip in L/r0 = 4.4 disappears for L/r0 = 5.6, while it

reappears for L/r0 = 6.8, 8.0, and 8.8. In the second plateau, one can find two dips

(L/r0 = 5.6, 6.8, 8.0, and 8.8) or just one dip (L = 4.4r0). In Figure 7, we plot the

normalized conductance for 24 channels using the same parameters of Figure 4, except for

the Rashba constant, which is varied from α/α0 = 0.2 to 1.2 in 0.2 steps. For α/α0 = 0.2 no

dips are observed in Figure 7, but for α/α0 = 0.4 the dips already appears. For α/α0 = 0.6,

the first dip disappears and the third dip gets wider. When α/α0 = 0.8, two dips appear

in the first plateau and the subsequent dips get wider. On the other hand, two dips

appear in the second plateau and only one appears in the first plateau when α/α0 = 1.0.

For α/α0 = 1.2, the dips in the two plateaus suffer a redshift and the third dip almost
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disappears. In (1) the authors report two different values for the Rashba constant coupling

α = 0.8 eVÅ and α = 1.2 eVÅ, which correspond to α/α0 = 0.57 and α/α0 = 0.85 in

our simulations. These values are estimated from different experimental techniques and

according to the results shown in Figure 7, dips would appear for both experimental

values. In summary, both parameters α or L induce the interference between scattering

and evanescent modes, which can tune and lead to the appearance of the dips in the

conductance.
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α= 1.0 α0

α= 1.2 α0

Figure 7 – Normalized conductance as a function of the normalized Fermi energy for 24
channels, considering L = 8.0r0, null magnetic field, and α = 0.2α0, 0.4α0,
0.6α0, 0.8α0, 1.0α0, and 1.2α0. The curves are offset for clarity according to
the indicated values.

In the experiment of Ref. (1), a conductance plateau around G = 4G0 is observed,

whereas in Figure 4 to Figure 7 the second plateau correspond to G = 6G0. This is caused

by the symmetry of the lateral confinement that provides two scattering modes, (0, 1,±)

and (1, 0,±), degenerated in energy. To obtain G = 4G0, an asymmetry in the confinement



Chapter 2. Transport in semiconductor nanowires 41

of the NW that breaks this degeneracy must be considered. Thus, the cylindrical NW can

be replaced by an eccentric one, changing the lateral confinement potential as

Vc(x, y) = m∗

2 (ω2
xx

2 + ω2
yy

2) (2.44)

where the parameter γxy = ωy/ωx = r2
x/r

2
y represents the ratio between the square of

the semiaxes of an ellipse in the x and y directions. In this case, the eigenstates are

En,m = ℏωx(n+ 1/2) + ℏωy(m+ 1/2).
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Figure 8 – Normalized conductance as a function of the normalized Fermi energy for 24
channels, considering L = 8.0r0, α = α0, null magnetic field, and different
values for γxy = 0.2, 0.6 to 1.5 (with step 0.05), and 1.8. The curves are offset
for clarity.

In Figure 8, we plot the conductance considering different values of γxy. In Figure 9,

we plot the first dip position (blue dot points) as function of γxy. Moreover, the blue solid

curve id the linear extrapolation of the dip position. When γxy = 0.2, the first dip is absent

(se Figure 8), and the reason for that can be understood by looking at the crossing (label I

in Figure 9) between the extrapolated dip position and the orange curve, which indicates
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the minimum energy required for nonzero conductance as function of γxy. For γxy ≤ 0.2,

the dip does not occur because its position would be a non allowed energy. This effect can

also be explained due to the decreasing of the intrasubband term, which is proportional to

α/
√
r2

y = √
γxyℏωxα/α0. When γxy ≤ 1, the intrasubband term becomes very small and

the dips are suppressed. In other words, if the NW is very compressed in the x direction

(same direction of Ex), the dips might completely vanish.

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
ωy/ωx

0.51.01.52.02.53.03.5

Dip Pos
ition/ω x

I
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First Dip PositionFirst Dip ExtrapolationFirst PlateauSecond PlateauThird Plateau

Figure 9 – Dip position in the normalized Fermi energy, E/ωx, as a function of the ratio
ωy/ωx, considering L = 8.0r0, α = α0, and null magnetic field.

In Figure 9, the green (red dashed) curve shows the transition between the first

(second) and second (third) plateau regions. When γxy < 1.2 the dip occurs within the first

plateau region, which is delimited by the orange curve and the green curve in Figure 9.

When 1.2 ≤ γxy ≤ 2.2 the dip occurs within the second plateau region, which is delimited

by the green curve and the red curve in Figure 9. Qualitatively, the first dip position

is pushed towards higher energies as a function of γxy and eventually the dip undergo

transitions into higher plateaus. Of course, there are other subtleties occurring as γxy is
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varied; for example, when γxy = 0.7 there is no dip in the first plateau. On the other hand,

by increasing the value from γxy = 0.75 to γxy = 1.5 both the intensity and width of the

first dip increase. Also, for γxy = 0.6 and γxy = 0.65 the first dip appears as well. All these

subtleties occur due to interference phenomena. For γxy = 1.8, the dips in the first four

plateaus are completely absent and this effect is related to the shift of the dip position

to higher energies. Other dips position occurring in plateaus different than the first one

shown in Figure 8 also have a linear dependence on γxy , which is related to the subband

energies that linearly vary as a function of γxy, thereby affecting the energy where the

resonant reflection occurs.

2.3.2 Structural deformation

We use the following channels in all numerical calculations using a variation in the

quantum number m: {(0, 0,±), (0, 1,±), (0, 2,±), (0, 3,±)}, which is a good approximation

for Fermi energy E ≤ 4ε0, where ε0 = ℏω0. The channels with variation in the quantum

number n, such as {(0, 0,±), (1, 0,±), (2, 0,±), (3, 0,±)}, are decoupled from the channels

where the variation occurs only in m; therefore, the conductance considering the change

of both quantum numbers (n,m) is simply obtained by multiplying the results from the

variation in the quantum number m by two. We start our analysis by exploring the effect

of a narrowed NW (∆r0 < 0).

In Figure 10, we plot the normalized conductance G/G0 as a function of the

normalized Fermi energy E/ε0 for different values of the ∆r0 and for a fixed size of the

region II (L = 8r0), considering both shapes of deformation. By increasing the value of

|∆r0|, one can notice that (i) the Fermi energy where the conductance becomes different

from zero shifts towards higher energies as the compression is increased and (ii) the

conductance does not exhibit dips and it is smoothed for the cone-shape deformation.

Both results are expected because the appearance of the repulsive potential in the diagonal

terms of Equation 2.25 for a narrowed NW, which becomes stronger for higher values of

|∆r0|. The conductance for square-shape deformation (solid lines in Figure 11) resembles

the results for a square barrier potential, as would be expected.
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Figure 10 – Normalized conductance as a function of the normalized Fermi energy for
different radius contraction ∆r0/r0 = −0.1,−0.2,−0.3,−0.4, and -0.5, con-
sidering the length L/r0 = 8.0. Solid (dashed) lines describe the results for
the square (cone)-shape deformation model. The curves are offset for clarity
according to the indicated values.

On the other hand, dips can be observed when an expansion occurs in the radius

of the NW in region II. In Figure 11, the normalized conductance is plotted as a function

of the normalized Fermi energy considering ∆r0 > 0 for L = 8r0. The conductance is

almost constant within the first plateau (ε0 < E < 2ε0) and the dip is only observed for

∆r0 ≥ 0.3r0 for the cone-shape deformation (dashed curves in Figure 11). However, many

dips are present for an expanded NW for E > 2ε0, which indicates strong reflection of

electrons, manifesting the reentrance behavior within the second and third plateaus. As

the value of ∆r0 increases the position of the reentrance changes in the normalized energy

axis as can be observed in Figure 11. The square-shape deformation presents more dips

in the conductance than the cone-shape deformation because the dips can be related to

quasi-bound states localized in region II (81) that interfere to the scattering wave-functions;
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Figure 11 – Normalized conductance as a function of the normalized Fermi energy for
different radius expansion ∆r0/r0 = 0.1, 0.2, 0.3, 0.4, and 0.5, considering the
length L/r0 = 8.0. Solid (dashed) lines describe the results for the square
(cone)-shape deformation model. The curves are offset for clarity according to
the indicated values.

thus, the wider the potential, the higher the number of quasi-bound states.

To understand the role of the size of the region II, we fix ∆r0 = 0.3r0 and we

vary the length L/r0 = 4.4, 5.6, 6.8, 8.0, and, 9.2. Such results are shown in Figure 12.

For L/r0 = 4.4 and 5.6, the dip in the first plateau is absent while two dips are present

within the second plateau, for the cone-shape deformation (dashed curves in Figure 11).

On the other hand, the dip in the first plateau appears for L/r0 = 4.4 and 5.6 when the

square-shape deformation is considered (solid curves in Figure 12). For L/r0 = 6.8, 8.0,

and, 9.2, a dip in the first plateau is present for ∆r1(z) (dashed curves in Figure 12). On

the contrary, the dip in the first plateau becomes very narrow for L/r0 = 6.8, 8.0, and,

9.2 when ∆r2(z) is employed (solid curves in Figure 12). It can be noted that the number

of dips within second and third plateaus are really influenced by the length L due to
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Figure 12 – Normalized conductance as a function of the normalized Fermi energy for
different length L/r0 = 4.4, 5.6, 6.8, 8.0, and 9.2, and fixed radius deformation
∆r0/r0 = 0.3. Solid (dashed) lines describe the results for the square (cone)-
shape deformation model. The curves are offset for clarity according to the
indicated values.

interference phenomena occurring between quasi-bound and scattering sates (81). The

results of this section demonstrate that the reentrance feature can indeed be observed

even in the absence of the SOC and the role of deformations in the transport properties in

NWs.

For figures Figure 13, Figure 14, and Figure 15, we include the Rashba SOC with

the structural deformation. In Figure 13, we plot the normalized conductance as a function

of the Fermi energy considering α = 0.4α0 (α0 = ε0r0) and for different values for the

radius compression, ∆r0/r0 = 0.0,−0.02,−0.04, . . . ,−0.1. When ∆r0 = 0.0, there are two

dips in the first plateau at E ≈ 1.8ε0 and E ≈ 2.0ε0 and one dip in the second plateau at

E ≈ 3.0ε0 only due to the Rashba SOC. For ∆r0 = −0.02r0, all dips in the conductance

are reduced. By further compressing the radius of the NW, one can notice in Figure 13
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Figure 13 – Normalized conductance as a function of the normalized Fermi energy for
different radius contraction ∆r0/r0 = 0,−0.02,−0.04,−0.06,−0.08, and -0.1,
considering the length L/r0 = 8.0 and the Rashba constant α/α0 = 0.4. Solid
(dashed) lines describe the results for the square (cone)-shape deformation
model. The curves are offset for clarity according to the indicated values.

that the dips completely disappear for ∆r0 ≥ −0.04r0 when the square-shape model is

considered (solid curves in Figure 13). These results are expected because the local radius

compression works as a repulsive potential, which can cancel the attractive potential given

by the SOC (82). When the radius of the NW suffers a local expansion in the same region

where the SOC takes place, we have the appearance of more dips and a shift towards

smaller energies as the expansion increases, as can be seen in Figure 14.

In Figure 15, we plot the normalized conductance as a function of the Fermi energy

considering ∆r0 = 0.04r0 and different values for the Rashba constant (α/α0 = 0.0 − 1.0

with step 0.2). For these parameters, there is no dip in the first plateau for α = 0.0, but

dips appear for α ≥ 0.2α0. One can also notice that both deformation models present

different results, even considering a small deformation ∆r0 = 0.04r0. All results presented
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Figure 14 – Normalized conductance as a function of the normalized Fermi energy for
different radius expansion ∆r0/r0 = 0, 0.02, 0.04, 0.06, 0.08 and 0.1, considering
the length L/r0 = 8.0 and the Rashba constant α/α0 = 0.4. Solid (dashed)
lines describe the results for the square (cone)-shape deformation model. The
curves are offset for clarity according to the indicated values.

in Figure 13, Figure 14, and 15) demonstrate that there is a competition between Rashba

SOC and structural deformations, which can cause a misinterpretation of experimental

data when related to the reentrant feature.

2.3.3 Magnetic Field

Ideal helical states occur when an external magnetic field is applied to the NW.

In the experiment described in (1), it was also observed that the dip in the conductance

appears for zero and for moderate values of the magnetic field, but disappears for high

field values. In addition to the effects above, we add a uniform magnetic field applied in

the x-direction to the previous NW configuration, by adding the Zeeman Hamiltonian

HZ = EZσx, (2.45)
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Figure 15 – Normalized conductance as a function of the normalized Fermi energy for
a fixed value of the radius expansion ∆r0/r0 = 0.04 and length L/r0 = 8.0,
considering the variation of the Rashba constant α/α0 = 0.0, 0.2, 0.4, 0.6, 0.8,
and 1.0. The curves are offset for clarity according to the indicated values. Solid
(dashed) lines describe the results for the square (cone)-shape deformation
model.

where EZ is the Zeeman energy. The matrix elements for this Hamiltonian are given by

HZ
j,j′ = EZδn,n′δm,m′δs,−s′ (2.46)

Unlike the Rashba SOC, the magnetic field is present throughout the whole NW. When the

magnetic field is included, the subband energy is shifted as E±
n,m = En,m ±EZ . This would

move the total energy where the first step in the conductance occurs. Yet, the electron

source will be affected by the uniform magnetic field in the same way, thereby canceling

out this energy shift. Thus, we have compensated for this difference and considered that

the total energy where the first channel opens does not change with the variation of the

magnetic field.

In Figure 16, we plot the normalized conductance for different values of the Zeeman
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Figure 16 – Normalized conductance as a function of the normalized Fermi energy for
24 channels, considering L = 8.0r0, α = α0, and Zeeman energy in range
EZ = 0.0ε0 to 2.0ε0

energy, EZ , as a function of the total energy without any structural deformation. For

EZ > 0 and carry on with ε0 = ℏω0, the injection of only one electron occurs between

ε0 ≤ E ≤ ε0 + 2EZ , the injection of two electrons occurs after E > ε0 + 2EZ , and so

on. The range of energy between E = 1.8ε0 and E = 2.2ε0,where the reduction of the

conductance happens for EZ = 0, still manifests in a similar way up to E = 0.8ε0. By

using the experimental values for the g factor (1), we can estimate that E = 0.3ε0 would

correspond to a magnetic field of 5T . Furthermore, the increase of the magnetic field

causes a narrowing of dips (see Figure 16). We can thus ascribe the vanishing of the

reentrant behavior for high magnetic fields observed in (1) to the combination of the dips’

narrowing produced by increasing the magnetic field plus incoherent transport processes.

The incoherent transport smears out the reentrant behavior (80) and for high values of

the magnetic field it would not allow the appearance of very narrow regions of reflection.
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In Figure 17, we plot the normalized conductance for a fixed Zeeman energy,

EZ = 0.2ε0, as a function of the total energy considering α = 0.4α0, L = 8r0 and different

radius contraction ∆r0/r0 = 0.0,−0.02,−0.04,−0.06,−0.08, and −0.1. In this case, many

dips appear when ∆r0 = 0.0, but they fade out even for a small compression ∆r0 = −0.04r0.

By further compressing the NW, we clearly observe the disappearance of the dips for

∆r0 = −0.08r0 using the square-model (solid curves in Figure 17). On the other hand,

more dips appear for a expanded NW due to interference phenomenon between scattering

and quasi-bound states (81), as can be observed in Figure 18. Such results demonstrate

how a small structural deformation can play an important role in the observation of the

reentrant feature in NWs when a magnetic field and Rashba SOC coexist.
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Figure 17 – Normalized conductance as a function of the normalized Fermi energy for
different radius contraction ∆r0/r0 = 0.0,−0.02,−0.04,−0.06,−0.08, and
-0.1, considering the length L/r0 = 8.0, the Rashba constant α/α0 = 0.4, and
Zeeman energy EZ/ε0 = 0.2. The curves are offset for clarity according to
the indicated values. Solid (dashed) lines describe the results for the square
(cone)-shape deformation model.
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Figure 18 – Normalized conductance as a function of the normalized Fermi energy for
different radius expansion ∆r0/r0 = 0.0, 0.02, 0.04, 0.06, 0.08, and 0.1, consid-
ering the length L/r0 = 8.0, the Rashba constant α/α0 = 0.4, and Zeeman
energy EZ/ε0 = 0.2. The curves are offset for clarity according to the indicated
values. Solid (dashed) lines describe the results for the square (cone)-shape
deformation model.

2.4 Conclusion

In conclusion, we presented a theoretical model capable of explaining the reentrant

behavior of the conductance in the absence of the external magnetic field and that can be

sustained also for finite field values. The dip in the conductance appears because of the

resonant reflection which is predicted to occur in quasi-one-dimensional systems if two

necessary conditions are met: the existence of an attractive potential and the coupling

between different scattering channels, even though the coupling occurs between a scattering

and an evanescent mode. Both conditions coexist when the NW experiences the Rashba

SOC in a limited region of length L.

Furthermore, we were able to calculate the conductance for an NW containing



Chapter 2. Transport in semiconductor nanowires 53

structural deformations. We also showed the appearance of reentrant behavior without

the Rashba SOC and magnetic field. Moreover, we investigated the effects of structural

deformations taking into account an external magnetic field. We found that these defor-

mations affect the observation of the reentrant feature. Particularly, the compression of

the NW radius can destroy the dip in the conductance. Here, we focused on structural

deformation of the NW, but similar effects would occur in NWs under the presence of

a localized potential. We believe the deformations can be experimentally achieved by

employing nonuniform top-bottom gates in experiments such as those reported in Refs.

(1, 83). Lastly, this work provides an alternative explanation to appearance of the reentrant

characteristic for null magnetic field, which is simpler and more direct.
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3 Quantum Dot Hamiltonian tomography

3.1 Introduction

In quantum dots, the Hamiltonian describes the energy of electrons confined within

the dots and the interactions between them. In this sense, tomographing the Hamiltonian

of quantum dots is important because it provides a way to experimentally determine

important physical parameters. The reconstruction of the Hamiltonian, for example, gives

important knowledge about the electronic and optical properties of quantum dots, which

can be used to optimize their performance in real applications.

Quantum dot Hamiltonian tomography typically involves a series of measurements

and manipulations of the system, which are used to reconstruct the Hamiltonian us-

ing various mathematical techniques. This, in general, requires a very large number of

measurements and manipulations, which makes it an extremely time-consuming task for

experimentalists.

In this chapter, we use double quantum dots, where the logical qubits are mapped

into singlet-triplet states of two electrons. The interqubit interaction is implemented

through a capacitive coupling that can generate entanglement, according to the setup of

the experimental framework (66). Our goal is to use machine learning tools to determine the

parameters of the Hamiltonian that describes the system and to provide some advantage to

the time consuming experiments. The basic idea is to use theoretical values calculated from

measurements of the spin in each direction at different time values, which can be obtained

through the temporal evolution of the system, to train a neural network to predict the

parameters of the Hamiltonian. Once the model is trained, it can be used to predict the

interqubit coupling using experimental measures of the observables in pratical realizations.
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3.2 Theoretical Model

For this study, we use the Heisenberg Hamiltonian to describe the two quantum

dots spin qubits as follows

H = 1
2 [J1 (σz ⊗ I) + J2 (I ⊗ σz)

+ J12

2 (σz ⊗ σz)

+ B1 (σx ⊗ I) +B2 (I ⊗ σx)] ,

(3.1)

where, σk, for k = x, y, z, are the Pauli matrices, I the identity matrix, J1 and J2

the exchange splittings for the first and second qubit, respectively. B1 and B2 refer to

the external magnetic field gradients on the first and second qubit, respectively. J12 in

Equation 3.1 is the interqubit interaction coupling. Here, we use the observables σ(1,2)
k that

locally act on each qubit. Their expected values are calculated by the following expression

⟨σ(1,2)
k (t)⟩ = ⟨ψ(t)|σ(1,2)

k |ψ(t)⟩, (3.2)

where the index in parentheses represents the measured qubit, that is σ(1)
k = (σk ⊗ I)

and σ
(2)
k = (I ⊗ σk), and ψ(t) is the evolved vector state at time t. Moreover, in the the

Schrödinger picture, the dynamics of the system is given by

H|ψ(t)⟩ = iℏ
∂

∂t
|ψ(t)⟩. (3.3)

For a time independent Hamiltonian, we can use the time-evolution operator as U(t, t0) =

e−iH(t−t0) to calculate the evolved state |ψ(t)⟩ = U(t, t0)|ψ(t0)⟩ given an initial state |ψ(t0)⟩

and therefore, Equation 3.2 becomes

⟨σ(1,2)
k (t)⟩ = ⟨ψ(t0)|U †(t, t0)σ(1,2)

k U(t, t0)|ψ(t0)⟩. (3.4)

In particular, when the external magnetic field is null, B1 = B2 = 0, the problem has

analytical solution, and it is possible to find a solution for each of the expected values

as a function of each of the splittings (J1 and J2) and coupling (J12) parameters of the
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Hamiltonian. Using as the initial state |ψ(t0)⟩ = |++⟩, we obtain

⟨σ(1,2)
x (t)⟩ = cos

[
J(1,2)(t− t0)

]
cos

[
J12

2 (t− t0)
]
, (3.5a)

⟨σ(1,2)
y (t)⟩ = sin

[
J(1,2)(t− t0)

]
cos

[
J12

2 (t− t0)
]
, (3.5b)

⟨σ(1,2)
z (t)⟩ = 0, (3.5c)

for each qubit index (1, 2) and initial time t0. These results show that the values of

the observables are sinusoidal functions that depend on the product J(1,2)t. This product

must be taken into account when choosing time values depending on the values of J(1,2).

Furthermore, using B different of 0, when the two qubit interaction coupling is null (or at

least J12 → 0) each qubit becomes independent, and the Hamiltonian can be written as

H(1,2) = 1
2
(
J(1,2)σ

(1,2)
z +B(1,2)σ

(1,2)
x

)
. (3.6)

The analytical solution for the observables in this particular configuration using the same

initial state |++⟩ is,

⟨σ(1,2)
x (t)⟩ = 1 −

2J2
(1,2)

B2
(1,2) + J2

(1,2)
sin2

[1
2
√
B2

(1,2) + J2
(1,2)(t− t0)

]
, (3.7a)

⟨σ(1,2)
y (t)⟩ = J(1,2)√

B2
(1,2) + J2

(1,2)
sin

[√
B2

(1,2) + J2
(1,2)(t− t0)

]
, (3.7b)

⟨σ(1,2)
z (t)⟩ = 2B(1,2)J(1,2)

B2
(1,2) + J2

(1,2)
sin2

[1
2
√
B2

(1,2) + J2
(1,2)(t− t0)

]
. (3.7c)

3.3 Machine Learning

Recent developments on machine learning can be largely traced back to a series

of breakthroughs in the development of powerful neural network models, where data is

processed through the sequential combination of multiple nonlinear layers. Such models

solve fundamental problems in real world tasks, namely the problem of automatically

extracting knowledge from raw noisy data, rather than relying on hard-coded knowledge

directly inscribed in the algorithms by a human. For practical purposes, the machine

learning algorithms can be divided into the categories of supervised, unsupervised, and

reinforcement learning, all of which have found applications to quantum systems. While
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there is no formal difference between some of the algorithms in these categories, such a

division is often used as a way to specify the details of the algorithms, the training setup,

and the structure of the data sets involved.

We chose to use the supervised learning algorithm, were it tasks aim at predicting

a target output vector y associated with the input vector x, both of which can be discrete

or continuous. The training data is thus a list of pairs of input and output tuple {x,y},

where target output conveys that such a vector corresponds to the ideal output given

the input vector. Within the scope of the measure, the method includes classification,

where the objective is to assign each input vector to one of a set of discrete categories,

and regression, where the output is a vector with continuous entries.

In our approach, the input and output vectors, called from hereafter as input features

and output parameters, are the measures of the observables, given by Equation 3.2, and the

parameters of the Hamiltonian in Equation 3.1, respectively. Therefore, for the numerical

simulation, we are going to use randomly generated parameter values, named input

parameters (J1, J2, B1, B2, and J12), to calculate the input features (⟨σ(1,2)
x (t)⟩, ⟨σ(1,2)

y (t)⟩,

⟨σ(1,2)
z (t)⟩), then the trained machine will predict the output parameters (Pred(J1), ...,

Pred(J12)), and we will compare them with the initially generated input parameters to

calculate the associated error. For the machine learning training, a set of predefined

parameter values will be used, and therefore a defined set of features. Both the input

and training parameters will be set in the same interval of values. Thus, from now

on, the interval notation [min, max, step] will be used to indicate the values used in

each parameter for construction of training table. As for the test tables, we will use

random values within the same range [min, max]. Finally, we should note that the

number of measurements is associated with the number of steps in time. Therefore, a

fixed amount of N measures will be defined and will be used for each of the observables

(⟨σ(k)
(1,2)(t1)⟩, ⟨σ

(k)
(1,2)(t2)⟩, ..., ⟨σ

(k)
(1,2)(tN)⟩).
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3.4 Results

In this section, the training results will be presented through three major categories:

(i) general values of J1, J2 and J12 at the same range, with B1 = B2 = 0, (ii) positive

values of J1, J2 and J12 with B1 = B2 = 0 and J12 ≪ J1, J2, (iii) all positive values of

J1, J2 and J12 with B1 = B2 ̸= 0. For all of them, we present the mean absolute percentage

error (MAPE) of each variable prediction as a function of the number of observables N

used to make the prediction. Therefore, each measurement is directly associated with a

time step. Moreover, we adopt a time scale τ0 where all variables can be written in terms

of ω0 = 1/τ0 and/or ℏ.
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Figure 19 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2, J12 ∈ [−1, 1] and B1 =
B2 = 0 for the input parameters to generate the test table, J1, J2, J12 ∈
[−1, 1, 0.1] and B1 = B2 = 0 for the parameters to generate the training table,
and with time intervals t ∈ [0.2, 2, 0.2].

In Figure 19, we plot the MAPE as a function of the number of measures N for the

predictions of the input parameters J1, J2, and J12. We consider the time intervals for the

measurements as t ∈ [0.2, 2, 0.2] and use values of input parameters as J1, J2, J12 ∈ [−1, 1],
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Figure 20 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2 ∈ [−1, 1], J12 ∈ [0.1, 1], and
B1 = B2 = 0 for the input parameters to generate the test table, J1, J2 ∈
[−1, 1, 0.1], J12 ∈ [0.1, 1, 0.1], and B1 = B2 = 0 for the parameters to generate
the training table, and with time intervals as t ∈ [0.2, 2, 0.2].

and B1 = B2 = 0 to generate 1000 elements in the test table. In this case, it was possible

to predict values of J1 and J2 with error below 7% for all N . However, predicted values of

J12 obtained an error of around 100%. This highly imprecise result is due to the fact that

the functions of the observables ⟨σ(1,2)
x (t)⟩ and ⟨σ(1,2)

y (t)⟩ depend on the cosine values of

J12, as show in Equation 3.5. Therefore, it is impossible to determine the sign value of the

parameter J12, leading to calculated errors of 100%. On other hand, in Figure 20 we plot

the MAPE using strictly positive values of J12. We consider the same time intervals for

the measurements, t ∈ [0.2, 2, 0.2], and use values of input parameters as J1, J2 ∈ [−1, 1],

J12 ∈ [0.1, 1], and B1 = B2 = 0 to generate 1000 elements in the test table. This time, the

predicted values of J1 and J2 decrease the error to 5% for every number of measurements

N and the MAPE for the prediction of J12 behaves like a decreasing curve as a function of

the number of measurements. For N = 1 the error associated with J12 is around 20%, a

value already considerably smaller than the previous case, while for N = 10 the MAPE of
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the predicted values of J12 is now below 7%, closer to the previous values.
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Figure 21 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2, J12 ∈ [1, 3] and B1 = B2 =
0 for the input parameters to generate the test table, J1, J2, J12 ∈ [1, 3, 0.1]
and B1 = B2 = 0 for the parameters to generate the training table, and with
time intervals as t ∈ [0.2, 2, 0.2].

It is important to note that the values of each parameter must be different from

zero when using the MAPE measure because it is sensitive to values close to zero. When a

parameter is equal to zero, it can cause the MAPE to become undefined or infinite, which

can make it difficult to assess the accuracy of a model. Additionally, when the values of

parameters are close to zero, even if not exactly equal to zero, small changes in the data can

result in large changes in the MAPE. Therefore, having non-zero values for each parameter

can help ensure that the MAPE is a stable and meaningful measure of error for the

model. In this way, we will only use strictly positive values for each parameter and remove

values close to zero. In Figure 21, we plot the MAPE of the input parameters as function

of measurements considering the time intervals for the measurements as t ∈ [0.2, 2, 0.2]

and use values of input parameters J1, J2, J12 ∈ [1, 3] and B1 = B2 = 0. As expected
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according to the previous considered cases, using strictly positive values, the predictions of

parameters J1 and J2 become more accurate, with MAPE around 0.5% for both parameters

and all N . Moreover, the MAPE of J12 behaves like a decreasing curve as a function of

the number of measurements with more accurate values as well. For N = 1 the associate

error starts close to 3%, reaching an error closer of 0.5% at N = 4, and remains relatively

constant with value of MAPE closer to 0.5% up to N = 10.
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Figure 22 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2 ∈ [1, 3], J12 ∈ [0.01, 0.03],
and B1 = B2 = 0 for the input parameters to generate the test table, J1, J2 ∈
[1, 3, 0.1], J12 ∈ [0.01, 0.03, 0.001], and B1 = B2 = 0 for the parameters to
generate the training table, and with short time intervals t = [0.2, 2, 0.2], and
long time intervals T ∈ [20, 200, 20].

In the experiment carried out in reference (66) they perform a controlled two-qubit

operation where the Hamiltonian (Equation 3.1) includes rapid single-qubit rotations,

defined as J12 << J1, J2. Likewise, in Figure 22, we plot the MAPE of the input parameters

as function of the number of measurements considering J1, J2 ∈ [1, 3], J12 ∈ [0.01, 0.03], and

B1 = B2 = 0. However, we should note that very small values of J12 will not significantly

change the values of the observables for the time interval used above. That is, for there to
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be a notable change in the calculations of ⟨σ(1,2)
x (t)⟩ and ⟨σ(1,2)

y (t)⟩ as function of J12, we

must look again at the cosine arguments of Equation 3.5. Previously, using J12 ∈ [1, 3]

and t ∈ [0.2, 2], we will reach the argument range J12t/2 ∈ [0.1, 3]. Thus, for keeping

the same argument interval using J12 ∈ [0.01, 0.03], we consider shorter time intervals

t = [0.2, 2, 0.2], for the J1 and J2 parameters, and longer time intervals T = [20, 200, 20]

for the J12 parameter. In this case, the errors associated with the prediction of parameters

J1 and J2 remained around 0.5% for all number of measurements N . The MAPE of J12

presented a decreasing behavior between N = 1 and N = 5, with errors of approximately

25% to 5%, respectively. And, for a number of measures greater than N = 5 the MAPE of

J12 remained slightly constant.
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Figure 23 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2, B1, B2, J12 ∈ [1, 3] for the
input parameters to generate the test table, J1, J2, B1, B2, J12 ∈ [1, 3, 0.1]
for the parameters to generate the training table, with time intervals as
t ∈ [0.2, 2, 0.2].

In Figure 23 and Figure 24 was add an external magnetic field B1, B2 ̸= 0. For

both cases, we consider the parameters J1, J2, B1, B2 ∈ [1, 3] and a respective short time
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interval t = [0.2, 2, 0.2]. In Figure 23, we plot the MAPE as function of the number of

measurements with all parameters in the same range, that is, J12 ∈ [1, 3] using the short

time interval as well. Similar to the previous case (Figure 21) the predicted values of J1

and J2 present an associate error around 1.5% for all values of N , with the highest value of

MAPE ≥ 1.5% when only one measurement is considered. Also, the MAPE of J12 shows a

decreasing behavior, with error values from approximately 4% for N = 1 to approximately

1.5% for N = 10. Furthermore, the prediction values of the magnetic fields B1 and B2 show

a MAPE behavior constant. The associated error is approximately 1% for all number of

measurements up to N = 10. In Figure 24, we analyze the case where J12 ≪ J1, J2, B1, B2,
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Figure 24 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2, B1, B2 ∈ [1, 3] and J12 ∈
[0.01, 0.03] for the input parameters to generate the test table, J1, J2, B1, B2 ∈
[1, 3, 0.1] and J12 ∈ [0.01, 0.03, 0.01] for the parameters to generate the train
table, and with short time intervals t ∈ [0.2, 2, 0.2], and long time intervals
T ∈ [20, 200, 20].

considering J12 ∈ [0.01, 0.03] with longer time intervals T = [20, 200, 20]. The predicted

values of J1, J2, B1, B2 show good accuracy, with an error below 5%. More precisely, as

emphasized in Figure 25, the MAPE of J1 and J2 shows a slightly increasing behavior for
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the first values of N and remains approximately constant for N ≥ 3. While the MAPE of

B1 and B2 have a decreasing behavior, starting with an error of approximately 1.6% for

N = 1 up to an error of approximately 0.7% for N ≥ 5, changing to a constant behavior.

Furthermore, the MAPE of J12 presents a slightly decreasing behavior but with higher

error values than the previous ones (Figure 23). Here, the MAPE is approximately 35%

for N=1 and approximately 27% for N = 10. Although it is possible to predict the values

of J12 for the case J12 ≪ J1, J2 with an accuracy of approximately 95%, the inclusion of

a magnetic field makes it difficult to determine this parameter, reducing the accuracy

to just below 70%, though the values of J12 are a hundred times smaller than the other

parameters.
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Figure 25 – MAPE for the prediction output parameters as function of the number of
measurements considering random values of J1, J2, B1, B2 ∈ [1, 3] for the
input parameters to generate the test table, and with short time intervals
t ∈ [0.2, 2, 0.2].
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3.5 Conclusion

In this chapter, we propose a protocol to determine the Hamiltonian parameters of

a two-qubit system by means of the use of machine learning. Through this approach, we

found the need to use strictly positive values for all parameters to reach a better accuracy.

We studied three different cases: (i) B1 = B2 = 0 with J1, J2, and J12 in the same interval;

(ii) B1 = B2 = 0 with J12 ≪ J1, J2; (iii) B1, B2 ̸= 0. For all cases it was possible to

determine, with an error below 5%, the parameters J1, J2, B1 and B2 for training values

in line with experimental values (66). However, the values of the interqubit interaction J12

presented several difficulties. In cases (i) and (ii) it was possible to identify J12. Through

the analytical solutions, we found that it is necessary the use of strictly positive values of

J12 and we have to properly setup the interval and time step used. In case (iii), the presence

of a magnetic field alters the determination of the values of J12, more specifically, when J12

is much smaller than the other parameters. Despite a simplified analysis, it was possible to

determine all the parameters initially propose, for up to ten measurements. Although we

have not succeeded in all studied situation, we believe that this is an interesting approach

and that new arrangements of values can be investigated in the future and provide a

definitive determination of all physical parameters.
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4 Distant interaction of quantum dot qubits

4.1 Introduction

The previous chapter presented a tool capable of determining the interqubit coupling

in the Heisenberg-type Hamiltonian. Here, we model the QD qubits by a spin chain, where

the charge interaction between neighbors is described by a Heisenberg Hamiltonian. In our

model, the flow of information within the spin chain is carried by the SWAP gate (84), which

is achieved by properly switching on and off the interaction between nearest neighbors.

We assume that the interaction between qubits can be controlled by a time-dependent

Gaussian pulse, whose parameters are optimized to implement the desired quantum gate.

We are using a specific type of pulse, but this approach can be useful in real systems, e.g,

if optimal control theory is employed to engineer the pulses (85, 86). When the system

is free from noise, the fidelity related to the transport of quantum information in the

spin chain is very robust. Very recently, effects of noise and other dissipation effects were

investigated in a chain of QDs (87). They found that especially the charge noise has a

great impact on the fidelity of the SWAP gate. Based on this work, we include a source

of noise in each site of the spin chain via the Master equation approach to describe the

decoherence throughout the quantum network. We also investigate the implementation

of the CNOT gate, which is a very important two-qubit gate because it is fundamental

to achieve universal quantum computing (88). The main difference between our study

from related works is the investigation of the role of exchanging the order of CNOT and

SWAP gates when noise is taken into account. We find that the order of the quantum

gates application depends on the type of noise and the initial state. Furthermore, we probe

the order of the quantum gates for a system containing four qubits and we verify that the

order of different quantum gates can result in a relevant difference on the fidelity. The

presented results bellow were published in Ref. (89).
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4.2 Theoretical Model

4.2.1 Heisenberg spin chain model

We map the QD spin qubits in a spin chain containing N spin-1/2 particles coupled

to each other by nearest-neighbor interactions, which are accordingly tuned through pulses

capable of implementing quantum gates. Therefore, we have a time-dependent Hamiltonian

H(t) =
N−1∑
n=1

Hn,n+1(t), (4.1)

where the interaction between the n-th and the (n+ 1)-th particles is provided by

Hn,n+1(t) =
∑
i,j

J i,j
n (t)σi

nσ
j
n+1, (4.2)

with

σi
nσ

j
n+1 = I ⊗ . . .⊗ I ⊗ σi

n ⊗ σj
n+1 ⊗ I ⊗ . . .⊗ I

= I⊗n−1 ⊗ σi ⊗ σj ⊗ I⊗N−n−1
(4.3)

and σi represents the respective Pauli operator with i, j ∈ {0, x, y, z}. We also intent to

analyze noise effects on the performance of the quantum gates; thus, noise is included via

the Lindblad quantum master equation (90)

∂ρ

∂t
= −i[H, ρ] + D(ρ), (4.4)

where ρ is the density matrix and D is the so-called dissipator operator given by

D(ρ) =
∑
n,m

(
Ln,mρL

†
n,m − 1

2{L†
n,mLn,m, ρ}

)
. (4.5)

We consider the qubits subjected to dephasing, amplitude damping, and depolarizing types

of noise, where the corresponding Lindblad operators are given by: Ln,1 = Ln = √
γσz

n,

Ln,1 = Ln = √
γσ−

n , and Ln,m = √
γσm

n , for m = x, y, z. The decay rate γ is assumed

to be constant for all qubits and σk
n = I⊗n−1 ⊗ σk ⊗ I⊗N−n for k = {x, y, z,−}. In the

amplitude damping noise, the lowering operator is σ− = (σx − iσy)/2, which describes the

spontaneous emission process.
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4.2.2 Implementation of SWAP and CNOT gates

In this section, we discuss two relevant gates for quantum computing, the SWAP

and CNOT gates. The SWAP gate swaps the information between two qubits and it

is useful to carry quantum information around the spin chain. On the other hand, the

CNOT gate is fundamental to implement universal quantum computing. These gates are

accomplished by a time-dependent coupling between nearest-neighbor in Equation 4.2,

modeled by Gaussian pulses. Because these gates act only on two qubits, it is enough to

search for pulses as follows

J i,j
G (t) = Ai,j

G exp
{

−(t− τ)2

W i,j
G

}
, (4.6)

where Ai,j
G is the peak amplitude, W i,j

G is the width, τ is the center position of the pulse,

and G = SWAP or CNOT.

Our first goal is to find H(t) for two qubits, such that the initial input state |ψin⟩

evolves to the desired final output state |ψout⟩. The time evolution results in |ψout⟩ =

U(t0, T )|ψin⟩, where U(t0, T ) is the unitary time evolution operator and t0 (T ) is the

initial (final) evolution time. Moreover, the final output state must correspond to a desired

state |ψd⟩ = G|ψin⟩, where G is the quantum gate. To probe the equivalence between

the evolved state ρout = |ψout⟩⟨ψout| and the desired state ρd = |ψd⟩⟨ψd|, we employ the

quantum fidelity

F (ρout, ρd) =
(

Tr
√√

ρoutρd
√
ρout

)2
, (4.7)

which measures the proximity of two quantum states described by ρout and ρd. For a

two-qubit system with an initial state as |ψin⟩ = |q1⟩|q2⟩, the SWAP gate acts in the

following way

SWAP (|q1⟩|q2⟩) = |q2⟩|q1⟩, (4.8)

where |q1⟩ and |q2⟩ are arbitrary states. For two qubits, we find by inspection that the

Hamiltonian able to implement the SWAP gate is

HSWAP(t) = JSWAP(t) (σxσx + σyσy + σzσz) , (4.9)



Chapter 4. Distant interaction of quantum dot qubits 69

with the time-dependent pulse

JSWAP(t) = ASWAP exp
{

−(t− τ)2

WSWAP

}
. (4.10)

Similarly, the CNOT gate for the initial state |ψin⟩ = |q1⟩|q2⟩ acts as

CNOT (|q1⟩|q2⟩) = |q1⟩|q̃2⟩, (4.11)

where |q1⟩ is the control qubit and |q2⟩ is the target qubit. The CNOT gate flips the target

qubit if and only if the control qubit is |1⟩. By inspection, we find the Hamiltonian able to

implement the CNOT gate, which is given by

HCNOT(t) = J1
CNOT(t) (Iσx + σzI)

+ J2
CNOT(t) (σzσx) ,

(4.12)

with pulses,

Jk
CNOT(t) = Ak

CNOT exp
{

−(t− τ)2

W k
CNOT

}
; k = 1, 2. (4.13)

The CNOT Hamiltonian in Equation 4.12 can be rewritten in a more familiar form, by

rotating the first qubit in π around the y−direction, using the rotation operator

Ry(θ) = e−i θ
2 σy (4.14)

Thus, the rotated initial state becomes |ψ̃in⟩ = Ry(π)|q1⟩|q2⟩ = (Ry(π) ⊗ I) |ψin⟩ and the

rotated Hamiltonian is

H̃CNOT(t) = J1
CNOT(t) (Iσx − σxI)

+ J2
CNOT(t)σxσx,

(4.15)

The terms of both Hamiltonian’s that appear in Equation 4.9 and Equation 4.12

were found by inspection of the mathematical structure of the gates and a ansatz. Since

the SWAP and the CNOT gates are represented by hermitian matrices, it is possible to

expand both gates in terms of the Pauli matrices. The basic idea is to assume that the

Hamiltoninan (Equation 4.2) will have the same non-null elements to reach the respectively

gate at the end of the temporal evolution.
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4.3 Numerical Results

To numerically solve the time evolution Equation 4.4, we first need to define some

parameters. We adopt the time scale τ0, which coincides with the duration time of a single

pulse, if not mentioned otherwise. In this case, the center position of the pulse is τ = τ0/2 in

Equation 4.10 and Equation 4.13. All other variables can be written in terms of ω0 = 1/τ0

and/or ℏ. Both SWAP and CNOT gates for a two-qubit system were found utilizing numeri-

cal optimization of the parameters related to the Gaussian pulses and the time evolution op-

erator considering the unitary evolution, i.e., removing the dissipator term in Equation 4.4.

We search for parameters that maximize the fidelity (Equation 4.7) between the desired

state resulting from the action of the gate G = SWAP or CNOT and the time-evolved state

considering the set of initial states {|ψ1⟩ = |00⟩, |ψ2⟩ = |01⟩, |ψ3⟩ = |10⟩, |ψ4⟩ = |11⟩, |ψ5⟩},

where |ψ5⟩ = (|ψ1⟩ + |ψ2⟩ + |ψ3⟩ + |ψ4⟩)/2, which accounts for avoiding undesirable phase

errors (85, 91, 92). Because the Hamiltonian of Equation 4.1 is time-dependent, we numer-

ically employ a time discretization with step ∆t to perform the time evolution through

the following approximation

U(t, t+ ∆t) ≈ exp{−iH(t+ ∆t)∆t}, (4.16)

which is successively applied from the initial time t = 0 up to the final time t = T .

Through the Hamiltonians defined in Equation 4.9 and Equation 4.12, it is possible

to find parameters for amplitudes and pulse widths described in Equation 4.10 and

Equation 4.13, such that the evolution operator corresponds to the quantum gates, this is,

U(0, T )|ψin⟩ → G|ψin⟩. The parameters numerically found are shown in Table 1 and the

obtained fidelity exceeds 99.9999% at the final time, when noise is absent.

In Figure 26, we plot the fidelity F (ρout(t), ρd) for the SWAP gate as a function of

time using the density matrix ρout(t) that is the solution of Equation 4.4 in the absence of

noise for H = HSWAP(t) and the density matrix ρd is given by the desired SWAP quantum

gate according to Equation 4.8, by considering three different initial states of the first

qubit |q1⟩ = |0⟩, |q1⟩ = |1⟩, and |q1⟩ = |+⟩ = (|0⟩ + |1⟩)/
√

2, and keeping fixed the second

qubit as |q2⟩ = |0⟩. By using the optimized parameters found for the Gaussian pulse,
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which is shown as a grey dashed curve in Figure 26, it is possible to see that for all three

initial input states the final fidelity approaches one with an error of 10−4% at the final

time. Moreover, the blue solid curve in Figure 26 shows the time evolution of the initial

state |10⟩ that must reach the state |01⟩ at the end of the pulse evolution; therefore, the

fidelity is 0 for t = 0, it oscillates when the Gaussian pulse is different from zero, and it

reaches a value very close to 1 after the Gaussian pulse approaches zero. On the other

hand, the initial state |00⟩ is an eigenstate of the time-independent part of HSWAP(t), thus

the fidelity is always one throughout the whole time evolution as shown by the orange

solid curve in Figure 26. The initial state |+0⟩ must reaches |0+⟩ at the end of the time

evolution, thus the fidelity shown by the green solid curve in Figure 26 is initially 1/2, it

oscillates when the pulse is different from zero, and it reaches a value very close to 1 when

the pulse approaches zero. Similarly, in Figure 27, we plot the fidelity for the CNOT gate

and the respective Gaussian pulses (grey dashed curves) as a function of time. Using the

same states employed in the SWAP case, |10⟩, |00⟩, and |+0⟩. The fidelity for these initial

states starts at 0, 1, and 1/2, respectively. At the final time of evolution, the fidelity for

all initial states exceeds 0.999999. It is possible to observe the variation of the fidelity as a

function of time when the Gaussian pulses are different from zero as shown by the blue,

orange, and green solid curves in Figure 27.

ASWAP 9.36309696 ℏω0
WSWAP 0.020165 τ 2

0
A1

CNOT 9.33360747 ℏω0
W 1

CNOT 0.02029270 τ 2
0

A2
CNOT 3.11530553 ℏω0

W 2
CNOT 0.02023955 τ 2

0

Table 1 – Amplitude and width values for the pulses of SWAP and CNOT gates.

4.3.1 Noise effects

This section aims at understanding the effects of noise during the time evolution

of the Gaussian pulses that implement the quantum gates. By numerically solving Equa-

tion 4.4, it is possible to calculate the fidelity at the final time for different decay rates. We

also probe these effects by analyzing the final time dependence of the fidelity. To do so, we
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Figure 26 – Fidelity F (ρout(t), ρd) as a function of time t/τ0 (left axis), where ρout(t) is the
solution of Equation 4.4 without considering noise and ρd is the desired density
matrix obtained from Equation 4.8. We consider the first qubit |q1⟩ = |1⟩
(blue solid curve), |0⟩ (orange solid curve), and |+⟩ (green solid curve) and
the second qubit fixed as |q2⟩ = |0⟩. The Gaussian pulse JSWAP as a function
of time t/τ0 is also shown (gray dashed curve).

must resize the single pulse duration, center, and amplitude such that the fidelity would

give one in the absence of noise at the final time. Thus, the parameters in Table 1 must be

replaced by A → A/α and W → Wα2, where the single pulse duration is T = ατ0 and the

center position is τ = ατ0/2. In Figure 28, we plot the fidelity F for different final times,

considering the dephasing noise, which is described by the Lindblad operator Ln = √
γσz

n.

Also, we consider the implementation of SWAP and CNOT gates on the initial state

|q1⟩|q2⟩ = |+⟩|0⟩, whose fidelity is given by solid and dashed curves, respectively. When the

final time is T = τ0, the fidelity for the SWAP (CNOT) decays to 0.99987 (0.9996), 0.9987

(0.996), and 0.987 (0.967) for γτ0 = 0.001, 0.001, and 0.1, respectively. As expected, the

fidelity also decreases as the pulse duration increases. For γτ0 = 0.1, the fidelity converges

to approximately F = 0.6 (F = 0.5) for the SWAP (CNOT) gate in the limit of long final

time. This behavior is related to the reaching of the stationary states for both gates.
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Figure 27 – Fidelity F (ρout(t), ρd) as a function of time t/τ0 (left axis), where ρout(t) is the
solution of Equation 4.4 without considering noise and ρd is the desired density
matrix obtained from Equation 4.11. We consider the first qubit |q1⟩ = |1⟩
(blue solid curve), |0⟩ (orange solid curve), and |+⟩ (green solid curve) and the
second qubit fixed as |q2⟩ = |0⟩. Gaussian pulses J1

CNOT (higher amplitude)
and J2

CNOT as a function of time t/τ0 (gray dashed curves).

Similarly, in Figure 29 we plot the fidelity F as a function of the final time T/τ0, but now

for the amplitude damping noise, where the Lindblad operator is Ln = √
γσ−

n , considering

the same initial state |q1⟩|q2⟩ = |+⟩|0⟩ employed above. The fidelity decays as the final

time increases, however the SWAP gate experiences higher robustness when compared

to the CNOT gate. For example, the fidelity converges to approximately F = 0.7 for the

SWAP gate, while it goes to zero for the CNOT gate when T = 100τ0 and γτ0 = 0.1.

4.3.2 N-qubit system

Here, we explore the connection between different qubits through a sequence of

gates that transports the quantum information across the chain. The general state for the

N-qubit system can be written as |ψ⟩ = |q1⟩|q2⟩ . . . |qN−1⟩|qN⟩. We use the first two qubits

|q1⟩|q2⟩ as the input state and all other qubits |q3⟩ . . . |qN−2⟩ as auxiliary qubits. Therefore,
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Figure 28 – Fidelity F (ρout(t), ρd) as a function of final time T/τ0, where ρout(t) is the
solution of Equation 4.4 and ρd is the desired density matrix obtained either
from Equation 4.8 or Equation 4.11. Also, we consider different decay rates
γτ0 = 0.001, 0.01, and 0.1 for the dephasing error. The solid curves correspond
to the SWAP gate and the dashed curves correspond to the CNOT gate. The
input state is |q1⟩ = |+⟩ and |q2⟩ = |0⟩ for both quantum gates.

the two-qubit gate implementation will result in an output state that will be at the end of

the chain |qN−1⟩|qN⟩. When the dynamics is unitary, we can write |ϕin⟩ as the input state

and |ϕout⟩ as the output state, which are explicitly given by

|ψin⟩ = |ϕin⟩|ϕN−2
0 ⟩, (4.17)

and

|ψout⟩ = |ϕN−2
0 ⟩|ϕout⟩, (4.18)

where |ϕN−2
0 ⟩ = |0⟩|0⟩ . . . |0⟩|0⟩. First, we spatially arrange the qubits in a 1D spin chain,

which is a possible design of QDs (93). A two-qubit gate is implemented over the state

|ϕin⟩ = |q1⟩|q2⟩, followed by a sequence of SWAP gates that propagates the information

from one side to the other of the 1D chain of qubits. To perform this sequence of gates,

we use the final time for each pulse as T = τ0 and the center of the n-th pulse obeys the
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Figure 29 – Fidelity F (ρout(t), ρd) as a function of final time T/τ0, where ρout(t) is the
solution of Equation 4.4 and ρd is the desired density matrix obtained either
from Equation 4.8 or Equation 4.11. Also, we consider different decay rates
γτ0 = 0.001, 0.01, and 0.1 for the amplitude-damping error. The input state
is |q1⟩ = |+⟩ and |q2⟩ = |0⟩ for both quantum gates.

following relation: τn/τ0 = n− 1/2. To exemplify this arrangement of qubits, we consider

three qubits in a 1D spin chain, as represented by the top panel of Figure 30. In this

situation, a CNOT gate is implemented between qubits |q1⟩ and |q2⟩ at the final time τ1

and this information is propagated forward by using a SWAP gate between qubits |q2⟩

and |q3⟩, which occurs at the final time τ2, as depicted in the bottom panel of Figure 30.

Finally, a SWAP gate between qubits |q1⟩ and |q2⟩ at the final time τ3, yields the two-qubit

output state mapped onto qubits |ϕout⟩ = |q2⟩|q3⟩. If one more qubit is added to the

three-qubit system, as depicted in Figure 31, it is necessary to include two more SWAP

gates between the pairs of qubits |q3⟩, |q4⟩ and |q2⟩, |q3⟩ to propagate the information to

the end of the chain. In conclusion, for N qubits arranged in a 1D spin chain, 2(N − 2)

SWAP gates are needed to forward the information from an initial state to the output

state |ϕout⟩ = |qN−1⟩|qN⟩, when the dynamics is unitary. Of course, when noise is taken

into account, Equation 4.17 and Equation 4.18 must be replaced by the respective density
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matrix for N-qubits ρN
in and ρN

out. In this case, the fidelity is evaluated by tracing out all

auxiliary qubits, thus ρout = Tr[1,...,N−2]{ρN
out} in Equation 4.7. In Figure 32, we plot the

|q1〉
|q2〉
|q3〉

|φin〉
{

}
|φout〉

τ1 τ2 τ3

HCNOT

1,2 HSWAP

2,3 HSWAP

1,2

|q1〉 |q2〉 |q3〉

Figure 30 – (top panel) Three qubits are arranged in a 1D spin chain. (bottom panel)
Quantum circuit where a CNOT gate is applied to the initial two qubits,
|ϕin⟩ = |q1⟩|q2⟩, which occurs at the final time τ1, followed by two SWAP gates
applied in the qubits |q2⟩ and |q3⟩ at the final time τ2 and qubits |q1⟩ and |q2⟩
at the final time τ3. The output state is encoded in the two last qubits of the
1D chain |ϕout⟩ = |q2⟩|q3⟩.

|q1〉
|q2〉
|q3〉
|q4〉

|φin〉
{

}
|φout〉

HCNOT

1,2 HSWAP

2,3 HSWAP

1,2 HSWAP

3,4 HSWAP

2,3

τ1 τ2 τ3 τ4 τ5

|q1〉 |q2〉 |q3〉 |q4〉

Figure 31 – (top panel) Four qubits are arranged in a 1D spin chain. (bottom panel)
Quantum circuit where a CNOT gate is applied to the initial two qubits,
|ϕin⟩ = |q1⟩|q2⟩, followed by SWAP gates that shuttle the quantum information
to the last two qubits in the chain, resulting in the output state |ϕout⟩ = |q3⟩|q4⟩.
In this case, the k-th pulse occurs at the final time τk, where k = 1, . . . , 5.

fidelity F as a function of the number of qubits N for different decay rates considering

the dephasing noise. The qubits are arranged in a 1D spin chain (see Figure 30) and the

initial state is |q1⟩ = |+⟩ and |qi⟩ = |0⟩ for 1 < i ≤ N . We also analyze the cases where

a CNOT gate comes first and it is followed by 2(N − 2) SWAP gates and the opposite

order, i. e., 2(N − 2) SWAP gates followed by a CNOT gate. For both cases, the total



Chapter 4. Distant interaction of quantum dot qubits 77

time T is proportional to the number of gates and consequently to the number of qubits.

When the dynamics is unitary, the fidelity always approaches one (results not shown here).

On the other hand, the fidelity decreases with the increasing of the number of qubits

for γτ0 = 0.001, as shown in Figure 32. As expected, the fidelity decay is stronger for

γτ0 = 0.01 and γτ0 = 0.1. Moreover, the fidelity is different if the application of a CNOT

gate occurs at the beginning (solid curves) or at the end (dashed curves) of the N-qubits

1D chain. This result is interesting because it shows that order of gates plays an important

role when the information is transmitted along the chain when noise is present. One

hypothesis for this behavior would be because entanglement is created at the beginning of

the chain and we have more difficulty maintaining it throughout the chain propagation.

2 3 4 5 6
N

0.6

0.7

0.8

0.9

1.0

F

γτ0 = 0.001

γτ0 = 0.01

γτ0 = 0.1

Figure 32 – Fidelity F ( Tr[1,...,N−2]{ρout(t)}, ρd) as a function of the number of qubits N ,
where ρout(t) is the solution of Equation 4.4 and ρd is the desired density
matrix obtained from Equation 4.11. Also, we consider different decay rates
γτ0 = 0.001, 0.01, and 0.1 for the dephasing error. The solid curves correspond
to an initial CNOT gate followed by 2(N − 2) SWAP gates and the dashed
curves correspond to 2(N − 2) SWAP gates followed by a final CNOT gate
considering the qubits arranged in a 1D spin chain. The input state is given
by |q1⟩ = |+⟩ with all other qubits |qi⟩ = |0⟩ for 1 < i ≤ N .
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For N even, the N-qubit system can also be spatially arranged in a 2D square spin

chain of qubits. For example, considering four qubits as depicted in Figure 33, we have the

input state |ϕin⟩ = |q1⟩|q2⟩, about which a CNOT gate is applied at the final time τ1. Two

SWAP gates are applied between qubits |q2⟩ and |q4⟩ at time τ2 and between qubits |q1⟩

and |q3⟩ at time τ3. Because these SWAP gates occur between different qubits, they can be

simultaneously implemented; thus, we can have τ3 = τ2. The two-qubit output is provided

by |ϕout⟩ = |q3⟩|q4⟩. For a general case of a 2D square spin chain of N qubits, N/2 SWAP

gates are needed to forward the information to |ϕout⟩ = |qN−1⟩|qN⟩. Therefore, the 2D

square spin chain configuration of qubits requires a smaller number of gates to propagate

the information and consequently a smaller total time. In Figure 34, we plot the fidelity F

|q1〉
|q2〉
|q3〉
|q4〉

|φin〉
{

}
|φout〉

HCNOT

1,2 HSWAP

2,4 HSWAP

1,3

τ1 τ2 τ3

|q1〉 |q3〉

|q2〉 |q4〉

Figure 33 – (top panel) Four qubits are arranged in a 2D square spin chain. (bottom panel)
The quantum circuit where a CNOT gate is applied between the qubits |q1⟩
and |q2⟩ in time τ1, followed by a SWAP gate applied between the qubits |q3⟩
and |q4⟩ in the final time τ2. The last SWAP gate is applied between qubits
|q1⟩ and |q3⟩ in the final time τ3.

as a function of the number of qubits N for different decay rates and the dephasing noise.

The qubits are arranged in the 2D square spin chain and the initial state is also |q1⟩ = |+⟩

and |qi⟩ = |0⟩ for 1 < i ≤ N . Likewise, we consider the situation where a CNOT gate is

followed by N/2 SWAP gates (solid curves) and vice-versa (dashed curves). Because the

SWAP gates are independent in pairs, we can set the time evolution for each pair of pulses
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respecting the following relation τk+1 = τk. Therefore, the total time for propagating the

information through the SWAP gates is proportional to N/2. Because of this fact, the

fidelity for propagating the quantum information over 12 qubits is equivalent to only 6

qubits in a 1D spin chain system as one can see by comparing the results in Figure 32 and

Figure 34. This result demonstrates that the 2D arrangement is preferable to transport the

CNOT gate over more qubits. Similarly, in Figure 35, we plot the fidelity as a function
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Figure 34 – Fidelity F ( Tr[1,...,N−2]{ρout(t)}, ρd) as a function of the number of qubits N ,
where ρout(t) is the solution of Equation 4.4 and ρd is the desired density
matrix obtained from Equation 4.11. Also, we consider different decay rates
γτ0 = 0.001, 0.01, and 0.1 for the dephasing error. The solid curves correspond
to an initial CNOT gate followed by N/2 SWAP gates and the dashed curves
correspond to N/2 SWAP gates followed by a final CNOT gate, considering a
2D square spin chain of qubits. The input state is given by |q1⟩ = |+⟩ with all
other qubits |qi⟩ = |0⟩ for 1 < i ≤ N .

of the number of qubits using the 2D square spin chain for the amplitude damping noise

and the same initial state, i. e. , |q1⟩ = |+⟩ and |qi⟩ = |0⟩ for 1 < i ≤ N . For small values

of the decay rate, γτ0 = 0.001 and 0.01, the fidelity is more robust against noise and the

fidelity diminishes less than 5% for N = 12. For γτ0 = 0.1, the fidelity presents a linear

behavior and the lowest value is approximately F = 0.76. By comparing the results shown



Chapter 4. Distant interaction of quantum dot qubits 80

2 4 6 8 10 12
N

0.6

0.7

0.8

0.9

1.0
F

γτ0 = 0.001

γτ0 = 0.01

γτ0 = 0.1

Figure 35 – Fidelity F as a function of the number of qubits N for different decay rates
γτ0 = 0.001, 0.01 and 0.1, considering the amplitude-damping error. The solid
curves correspond to an initial CNOT gate followed by N/2 SWAP gates and
the dashed curves correspond to N/2 SWAP gates followed by a final CNOT
gate, considering a 2D square spin chain of qubits. The input state is given by
|q1⟩ = |+⟩ with all other qubits |qi⟩ = |0⟩ for 1 < i ≤ N .

in Figure 34 and Figure 35, we verify that the fidelity is higher when the CNOT gate is

applied at the final of the chain for both types of errors.

4.3.3 Initial states

In this section, we intend to explore the initial state influence on the fidelity when

the order of quantum gates is distinct and noise is taken into account. To accomplish such

a task, we choose the initial input state as |ϕin(θ, φ)⟩ = |+⟩|q2(θ, φ)⟩, where

|q2(θ, φ)⟩ = cos(θ/2)|0⟩ + eiφ sin(θ/2)|1⟩, (4.19)

with θ ∈ [0, π] and φ ∈ [0, 2π). To be able to evaluate the fidelity for several initial states,

we choose a 2D square spin chain composed of four qubits, as depicted in Figure 33.

Furthermore, we calculate the difference in the fidelity evaluated for a CNOT gate followed
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by two SWAP gates and vice-versa; thus, ∆F = F1CNOT–2SWAP−F2SWAP–1CNOT. In Figure 36

we plot ∆F as a function of θ and φ in a colormap for decay rate γτ0 = 0.1 considering

the amplitude-damping noise. One can see that the fidelity variation ∆F is predominantly

less than zero, which implies that the 2SWAP-1CNOT order provides higher fidelity than

the one obtained for the 1CNOT-2SWAP order. The solid white curve indicates the angles

where ∆F = 0, which can be approximated by the following relation θ(φ) ≈ a cos (2φ) + b.

In Figure 37, we plot ∆F as a function of θ and φ, considering the dephasing noise. One
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Figure 36 – Fidelity difference considering a CNOT followed by two SWAP gates and
vice-versa as a function of θ and φ, which are related to the initial state
|ϕin(θ, φ)⟩ = |+⟩|q2(θ, φ)⟩ for decay rate γτ0 = 0.1 and the amplitude-damping
error. In this case, four qubits are spatially arranged in a 2D square spin chain.
The white line represents the values where ∆F = 0.

can see in Figure 37 that the fidelity variation depends only on θ. Also, the solid white

curves indicate where ∆F = 0 and define a small region between approximately θ = π/2

and 3π/5 where the value of the difference ∆F is positive. For the dephasing noise, we

verify that the order 2SWAP-1CNOT provides a higher fidelity for the majority of initial

states when compared to the order 1CNOT-2SWAP. In Figure 38 we plot the fidelity

variation ∆F as a function of θ and φ, considering the depolarizing noise. Here ∆F is less
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Figure 37 – Fidelity difference considering a CNOT followed by two SWAP gates and
vice-versa as a function of θ and φ, which are related to the initial state
|ϕin(θ, φ)⟩ = |+⟩|q2(θ, φ)⟩ for decay rate γτ0 = 0.1 and the dephasing error.
In this case, four qubits are spatially arranged in a 2D square spin chain. The
white line represents the values where ∆F = 0.

or equal to zero for all values of θ and ϕ with a decay rate of γτ0 = 0.1. For this type of

noise, the order 2SWAP-1CNOT always provides a higher fidelity when compared to the

order 1CNOT-2SWAP.

4.4 Conclusion

We propose a scheme to connect long distance QD qubits by using a spin chain

with nearest-neighbors interaction considering a Heisenberg type Hamiltonian with time

dependent pulses. We employ this approach to obtain the SWAP and the CNOT gates,

although other gates could be tested. When the system is free from decoherence, we

achieve a fidelity of 0.999999 for both type of gates. We also consider the most important

types of noise, dephasing and amplitude-damping, by using the master equation approach.

Moreover, we propose two different spatial arrangements for the physical qubits, the 1D
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Figure 38 – Fidelity difference considering a CNOT followed by two SWAP gates and
vice-versa as a function of θ and φ, which are related to the initial state
|ϕin(θ, φ)⟩ = |+⟩|q2(θ, φ)⟩ for decay rate γτ0 = 0.1 for depolarizing error. In
this case, four qubits are spatially arrange in a 2D square spin chain.

chain and the 2D square chain. The 2D chain provides a better performance than the 1D

chain, because we can apply pairs of gates at the same time. Furthermore, we investigate

the role of the order of gates implementation when decoherence is taken into account,

thus, we simulate the action of a CNOT gate followed by a sequence of SWAP gates that

transport the quantum information and vice-versa. We found that the order of application

of these gates is relevant and depends on the initial state of the system. This difference of

order of gates can be very large when the system is composed of a large number of qubits,

which is the case in a quantum computer.
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5 Conclusion

This thesis presents three distinct chapters related to quantum physics, addressing

different aspects of quantum computing and quantum systems. In the chapter 2, we propose

a theoretical model that explains the reentrant behavior of conductance in quasi-one-

dimensional systems, even in the absence of external magnetic fields. We show that this

behavior is caused by a resonant reflection, which can occur if two necessary conditions are

met: the existence of an attractive potential and the coupling between different scattering

channels. Also, we show that the Rashba spin-orbit coupling or the structural deformation

in the quasi-one-dimensional systems are sufficient for observing the reentrant feature

because these two mechanisms provide the necessary conditions to observe a resonant

reflection.

In chapter 3, we propose a protocol using tools of machine learning to determine

the parameters of a two qubit QD Hamiltonian. By training a neural network to predict

parameters of the Hamiltonian using theoretical values calculated from measurements

of observables at different time values, we developed models that can be used to predict

the interqubit coupling. This method can significantly reduce the experimental time and

provide accurate results for the Hamiltonian parameters of a double quantum dot system.

Although a restricted range of values was used, the study developed in this thesis allows

to guide future investigations that can explore different parameter configurations. Lastly,

this chapter aimed at learning ML techniques and applying them to physical systems. We

believe that this tool can be useful in the future for studying physics, such as the case

studied in a recent paper (94).

In chapter 4, we propose a scheme for connecting long-distance quantum dot qubits

using nearest-neighbor interactions. When dissipative effects are not taken into account,

we achieve high-fidelity SWAP and CNOT gates. Moreover, we propose two different

spatial arrangements for the physical qubits: the 1D chain and the 2D square chain and we

demonstrate that the 2D chain provides a better performance than the 1D chain because
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it allows pairs of gates to be applied simultaneously. Moreover, we also investigate the

impact of noise on the system’s performance, considering the most important types of noise,

namely dephasing and amplitude-damping. We demonstrate that the order of the gate

implementation is significant when the system is subjected to decoherence, particularly in

the case of a large number of qubits. These findings have implications for the development

of quantum computers and highlight the importance of considering noise and the order of

gate implementation when designing quantum algorithms.

Overall, this thesis contributes to the understanding of quantum systems related

to platforms for quantum computing, thus providing a foundation for future research in

this field. The findings of all chapters can be applied to the development of quantum

technologies, including quantum computing and quantum communication.
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APPENDIX A – Transport Calculations

A.1 Rashba Coupling

In this section we will determine the matrix elements for Hamiltoninan Rashba

SOC with the harmonic oscliator as the confining potential. Therefore, for the initial

Hamiltonian

H =
(

p2

2m∗ + Vc(x, y) + V (x, y, z)
)

I +HSO (A.1)

where

Vc(x, y) = m∗ω2
xx

2

2 +
m∗ω2

yy
2

2 (A.2a)

V (x, y, z) = m∗(ω(z)2 − ω2
x

2
(
x2 + y2

)
(A.2b)

we have

H =
(

p2

2m∗ + m∗ω2
xx

2

2 +
m∗ω2

yy
2

2

)
I +HSOC (A.3)

By implement the Rashba SOC as

HSOC = α(z)py

ℏ
σz − {α(z), pz

ℏ
}σy (A.4)

the matrix elements can be expressed as

[Hn,m
n′,m′ ]SO = ⟨n,m|α(z)py

ℏ
σz − {α(z), pz

ℏ
}σy|n′,m′⟩

= ⟨n,m|α(z)py

ℏ
σz|n′,m′⟩ − ⟨n,m|{α(z), pz

ℏ
}σy|n′,m′⟩

(A.5)

or simply

[Hn,m
n′,m′ ]SO = An,m

n′,m′ +Bn,m
n′,m′ (A.6)

For the first element,

An,m
n′,m′ = α(z)

ℏ
⟨n,m| pyσz |n′,m′⟩ (A.7)

we use the momentum representation

pq =

√
2m∗ℏωq

2i
(
aq − a†

q

)
(A.8)
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therefore,

An,m
n′,m′ = α(z)

√
2m∗ℏωy

2iℏ ⟨n,m|
(
ay − a†

y

)
σz |n′,m′⟩ (A.9)

An,m
n′,m′ = α(z)

√
2m∗ℏωy

2iℏ
[√
m′δm,m′−1 −

√
m′ + 1δm,m′+1

]
σzδn,n′ (A.10)

The second element,

Bn,m
n′,m′ = −⟨n,m|{α(z), pz

ℏ
}σy|n′,m′⟩ (A.11)

can be simplified using the wave vector kq = pq/ℏ, and therefore

Bn,m
n′,m′ = −α(z)kzσyδn,n′δm,m′ . (A.12)

Finally, we can use the canonical basis for each Pauli matrices,

σx = δs,−s′ (A.13a)

σy = is′δs,−s′ (A.13b)

σz = s′δs,s′ (A.13c)

to reach

an,m
n′,m′ = An,m

n′,m′/ℏωx = α̃(z)
2i

√
2ωy

ωx

[√
m′δm,m′−1 −

√
m′ + 1δm,m′+1

]
σzδn,n′ , (A.14)

and

bn,m
n′,m′ = Bn,m

n′,m′/ℏωx = −α̃(z)k̃zσyδn,n′δm,m′ , (A.15)

for

α̃(z) = α(z)
ℏω0r0

(A.16)

where, r0 =
√
ℏ/m∗ω0 and k̃z = rxkz.

A.2 Boundary Conditions with SOC

In this section, we will determine the boundary conditions when Rashba SOC is

taken into account in a finite region of the NW. First of all, lets define position-dependent

coefficient α as follows:

α(z) = α0F (z, L) (A.17)
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where F (z, L) = (Θ(z+L)−Θ(z−L)) and Θ(z) is the Heaviside function. The symmetrized

Hamiltonian for the z-direction can be written as

H = I
p2

z

2m + σz

2 (α(z)pz + pzα(z)) (A.18)

Re-write in the effective unit, we have

H̄ = −I
d2

dz̄2 − iᾱ0σz

(
F (z̄, L̄) d

dz̄
+ d

dz̄
F (z̄, L̄)

)
(A.19)

The boundary conditions for the wave-function is simply given by the continuity of the

wave-function at interfaces:

ΨI(−L̄) = ΨII(−L̄) (A.20a)

ΨIII(L̄) = ΨII(L̄) (A.20b)

To determine the boundary conditions for the derivative of the wave-function, we must do

the following procedure

lim
ϵ→0

∫ −L̄+ε

−L̄−ε

[
H̄ − Ē

]
Ψ(z̄)dz̄ = 0 (A.21a)

lim
ϵ→0

∫ L̄+ε

L̄−ε

[
H̄ − Ē

]
Ψ(z̄)dz̄ = 0 (A.21b)

which gives

lim
ϵ→0

∫ −L̄+ε

−L̄−ε

[
−I

d2

dz̄2 − iᾱ0σz

(
F (z̄, L̄) d

dz̄
+ d

dz̄
F (z̄, L̄)

)
− Ē

]
Ψ(z̄)dz̄ = 0 (A.22a)

lim
ϵ→0

∫ L̄+ε

L̄−ε

[
−I

d2

dz̄2 − iᾱ0σz

(
F (z̄, L̄) d

dz̄
+ d

dz̄
F (z̄, L̄)

)
− Ē

]
Ψ(z̄)dz̄ = 0 (A.22b)

The integrals that must be performed can be divided into two integrals, as follows

I1 =
∫ d2

dz̄2 Ψ(z̄)dz̄ (A.23a)

I2 =
∫
F (z̄, L̄) d

dz̄
Ψ(z̄) + d

dz̄

(
F (z̄, L̄)Ψ(z̄)

)
dz̄ (A.23b)

These integrals are evaluated straightforward

I1 = dΨ(z̄)
dz̄

(A.24a)

I2 = 2F (z̄, L̄)Ψ(z̄) −
∫ dF (z̄, L̄)

dz̄
Ψ(z̄)dz̄ (A.24b)
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Using the derivative of F (z̄, L̄),

dF (z̄, L̄)
dz̄

= δ(z̄ + L̄) − δ(z̄ − L̄) (A.25)

where δ(z) is the Dirac delta function; we can substitute the results of Equation A.24 into

Equation A.22 achieving

lim
ϵ→0

[
−I

dΨ(z̄)
dz̄

∣∣∣∣−L̄+ε

−L̄−ε
− 2iᾱ0σzF (z̄, L̄)Ψ(z̄)

∣∣∣∣−L̄+ε

−L̄−ε
− iᾱ0σz

∫ −L̄+ε

−L̄−ε

dF (z̄, L̄)
dz̄

Ψ(z̄)dz̄
]

= 0

(A.26a)

lim
ϵ→0

[
−I

dΨ(z̄)
dz̄

∣∣∣∣L̄+ε

L̄−ε
− 2iᾱ0σzF (z̄, L̄)Ψ(z̄)

∣∣∣∣L̄+ε

L̄−ε
− iᾱ0σz

∫ L̄+ε

L̄−ε

dF (z̄, L̄)
dz̄

Ψ(z̄)dz̄
]

= 0

(A.26b)

Finally, by taking the limit of ε → 0, we reach the difference of the derivatives as

−I
(
dΨII(z̄)
dz̄

∣∣∣∣
−L̄

− dΨI(z̄)
dz̄

∣∣∣∣
−L̄

)
− iᾱ0σzΨII(z̄)

∣∣∣∣
−L̄

= 0 (A.27a)

−I
(
dΨIII(z̄)

dz̄

∣∣∣∣
L̄

− dΨII(z̄)
dz̄

∣∣∣∣
L̄

)
+ iᾱ0σzΨII(z̄)

∣∣∣∣
L̄

= 0 (A.27b)
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APPENDIX B – Further exploration on

structural deformation

To further explore our method, we consider some extra cases to understand the

dependence of the dips in the conductance as a function of different parameters. First, we

vary the length of the region II within the range L ∈ [0.2, 9.4]r0 with step ∆L = 0.2r0,

assuming α/α0 = 0.4, EZ = 0.2ε0, and the cone-shape deformation with ∆r0/r0 = 0.04,

whose results for the conductance are shown in Figure 39. As already discussed, the

-6
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Figure 39 – Normalized conductance as a function of the normalized Fermi energy for
different length L = 0.2r0 to 9.4r0 with step ∆L = 0.2r0, considering ∆r1(z)
for the radius variation function with ∆r0 = 0.04r0, the Rashba constant
α = 0.4α0, and Zeeman energy EZ/ε0 = 0.2. The curves are offset for clarity.
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Rashba SOC works as an attractive potential (82), specifically as a quantum well with

depth V0 = −mα2/ℏ2 and length L. When L ≤ 0.6r0 and α = 0.4α0 there is no dip in the

conductance because there is no quasibound state within this quantum well. According to

the approximate two-channel model described in Ref. (81), the dip in the conductance

occurs when an attractive potential induces the formation of a quasi-bound state.
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Figure 40 – Normalized conductance as a function of the normalized Fermi energy for
different Rashba constant α/α0 = 0.0 to 0.2 with step ∆α = 0.02, considering
∆r1(z) for the radius variation function with ∆r0/r0 = 0.3, length L/r0 = 8.0,
and Zeeman energy EZ/ε0 = 0.2. The curves are offset for clarity.

In Figure 39 there is only one dip in the plateaus for 0.6r0 < L ⪅ 4.8r0, which

shifts towards smaller energies in a quadratic way as a function of the length L, which

is qualitatively in accordance to the behavior of eigenenergies in a quantum well that

represent the position of the quasibound states. For L > 4.8r0, we start to observe two

dips within the same plateau, which indicates the presence of two quasibound states within
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the same range of energy where the plateau takes place.

In order to deeper explore effects of the Rashba SOC, we vary α = 0.0 → 0.2α0

with step ∆α = 0.02α0 assuming L > 8r0, EZ = 0.2ε0, and the cone-shape deformation

with ∆r0/r0 = 0.3. Such results are plotted in Figure 40, which shows that there is no dip

in the first plateau for α ≤ 0.02α0. Yet, dips appear for α > 0.02α0 resulting only from

the Rashba SOC. Within others plateaus, dips coming from the radius expansion already

appear for α = 0 and these dips interfere with dips descendant from Rashba SOC.
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Figure 41 – Normalized conductance as a function of the normalized Fermi energy for
different Zeeman energy EZ/ε0 = 0.0 to 0.2 with step ∆EZ/ε0 = 0.02,
considering ∆r2(z) for the radius variation function with ∆r0/r0 = 0.3, the
Rashba constant α/α0 = 0.2, and length L/r0 = 8.0. The curves are offset for
clarity.

Finally, we probe the conductance for different magnetic fields, considering L > 8r0,

EZ = 0 → 0.2ε0 with step ∆Ez = 0.02ε0, the square-shape deformation with ∆r0/r0 = 0.3,
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Figure 42 – Normalized conductance as a function of the normalized Fermi energy for
different Zeeman energy EZ/ε0 = 0.0 to 0.2 with step ∆EZ/ε0 = 0.02,
considering ∆r2(z) for the radius variation function with ∆r0/r0 = 0.3, the
Rashba constant α/α0 = 0.8, and length L/r0 = 8.0. The curves are offset for
clarity.

and for two different values of Rashba constant α = 0.2α0 and α = 0.8α0. When the

Rashba SOC energy ER = m∗α2/2ℏ2 is smaller than the Zeeman energy, the conductance

is more affected by the magnetic field and more dips appear when EZ is increased, as

shown in Figure 41. On the other hand, Figure 42 shows that dips are not very affected

by the magnetic field because in this case the Rashba SOC dominates over the external

magnetic field.
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