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## Abstract

This manuscript is concerned with a mechanism for explaining the mass spectrum of the charged leptons within $(5+1)$-dimensional braneworlds. As a preliminary objective, new two co-dimensional thick braneworlds ought to be proposed and investigated. By considering a twofold-warp factor constructed from two intersecting warp factors and scalar fields that generates the extra dimension defect, an alternative bulk configuration is examined. With the brane localization thus driven by two crossing scalar fields, the possible solvable models obtained from such a two co-dimensional setup are systematically discussed. The obtained solutions are classified into two subsets, string and intersecting-like. The intersecting-like models are sorted in six different models organized into two subsets for which some of their physical properties are evaluated. For models $I$ and $I I$, in the first subset, Einstein equation solutions are rigidly defined, up to some arbitrary constant. For models $I I I, I V, V$ and $V I$, in the second subset, an additional degree of freedom not constrained by Einstein equations is admitted. For all intersecting-like models, gravity and standard matter fields are shown to be localized in the vicinity of the brane. Finally, by studying the zero modes of leptons, which are localized by the inclusion of a non-trivial gauge field, over asymmetric versions of the classified braneworlds, one is able to model the masses of the electron, muon and tauon based on two parameters: the gauge field strength and the ratio between the sizes of the co-dimensions.
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## 1 Introduction

In the last decades, inspired by the modern attempts of unifying all interactions, the idea of extra dimensions has been currently scrutinized [1]. Admitting the possibility of extra dimensions playing some role in physics requires a deeper understanding of the evinced observation of three space dimensions [1]. A naive explanation for the ( $3+1$ )dimensional universe is based on the idea that extra dimensions can be compactified with a tiny radius of the order of the Planck length $\left(\approx 10^{-33} \mathrm{~cm}\right)$ [1]. In this scenario, all the effects due to additional dimensions would be hidden to experimental measurements [1]. In such a context, Arkani-Hamed-Dimopoulos-Dvali (ADD) [2] and Randall-Sundrum (RS) [3, 4] seminal papers diffused the possibility of implementing large extra dimensions into realistic phenomenological contexts [1]. In particular, as suggested by the ADD model [2], one of the most inspiring motivations for pursuing large extra dimensions in physics is the possibility of resolving the hierarchy problem [2] in quantum field theories [1]. While the ADD model was performed on a flat space, Randall-Sundrum (RS) models [3, 4] assume that the brane should gravitate, being spatially localized by an extra dimension warping effect so as to explain the field hierarchy [1].

In order to motivate further studies in higher-dimensional braneworld models, it is relevant to provide a minimal review of the RS models, that exemplifies some of braneworlds main ideas. The RS models can be broken down into two contrasting models, by the different topologies one can couple to a one-dimensional co-space, $\mathbb{R}$ or $\mathbb{S}^{1}$. For the first RS model [3] the metric is assumed to satisfy the ansatz

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 A(\varphi)} \eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi \tag{1.1}
\end{equation*}
$$

where $\varphi \in \mathbb{S}^{1}, r$ is the radius of $\mathbb{S}^{1}$ and $A$ is the so called warp factor, and to obey the action

$$
\begin{equation*}
S_{R S}=\int \mathrm{d} x^{5} \sqrt{-\mathrm{g}}\left(2 M^{3} R-\Lambda\right)-\int \mathrm{d} x^{5} \sqrt{-\mathrm{g}}[-\delta(\varphi) \Lambda+\delta(\varphi-\pi) \Lambda] \tag{1.2}
\end{equation*}
$$

where it is understood that one has two branes; one with energy $-\Lambda$ at $\varphi=0$, called the hidden brane, and the other with energy $\Lambda$ at $\varphi=\pi$, called the TeV brane. All Standard Model (SM) fields are thus assumed to be confined to the TeV brane.

Varying Eq. (1.2) with respect to $\boldsymbol{g}$ and solving for the warp factor, $A$, gives

$$
\begin{equation*}
A= \pm r \sqrt{-\frac{\Lambda}{12 M^{3}}} \varphi= \pm r k \varphi \tag{1.3}
\end{equation*}
$$

Imposing mirror symmetry, $\varphi \in \mathbb{S}^{1} / \mathbb{Z}_{2}$, the metric of space-time is thus

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 r k|\varphi|} \eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \varphi^{2} . \tag{1.4}
\end{equation*}
$$

With the RS setup at hand, one can finally investigate the physical scales of matter fields that are confined on the TeV brane. Relevant to the hierarchy problem, consider the action of the Higgs field,

$$
\begin{align*}
S_{H} & =\int \mathrm{d} x^{4} \sqrt{-g_{T e V}}\left[g_{T e V}^{\mu \nu} H_{, \mu}^{\dagger} H_{, \nu}+\mu^{2} H^{\dagger} H-\lambda\left(H^{\dagger} H\right)^{2}\right] \\
& =\int \mathrm{d} x^{4}\left[e^{-2 r k \pi} \eta^{\mu \nu} H_{, \mu}^{\dagger} H_{, \nu}+\mu^{2} e^{-4 r k \pi} H^{\dagger} H-\lambda e^{-4 r k \pi}\left(H^{\dagger} H\right)^{2}\right] . \tag{1.5}
\end{align*}
$$

After canonical normalization, $H=e^{r k \pi} \tilde{H}$, one finds

$$
\begin{equation*}
S_{H}=\int \mathrm{d} x^{4}\left[\eta^{\mu \nu} \tilde{H}_{, \mu}^{\dagger} \tilde{H}_{, \nu}+\mu^{2} e^{-2 r k \pi} \tilde{H}^{\dagger} \tilde{H}-\lambda\left(\tilde{H}^{\dagger} \tilde{H}\right)^{2}\right] \tag{1.6}
\end{equation*}
$$

which is the action of an ordinary Higgs field, but with a vacuum expectation value (v.e.v.) that is exponentially suppressed,

$$
\begin{equation*}
v_{e f f}=\frac{\mu e^{-r k \pi}}{\sqrt{\lambda}}=e^{-r k \pi} v \tag{1.7}
\end{equation*}
$$

Since all the mass parameters of the SM are set by the v.e.v. of the Higgs field, then every mass scale admits a exponential suppression on the TeV brane.

On the other hand, the gravitational scale of gravity is calculated differently. Gravity is not bound to the branes, thus its gravitational scale is calculated by the integration on the new dimensions. Consider that a particle of mass $M$ is included in the configuration, this will induce perturbations to the gravitational background and one will be able to read the gravitational strength from the perturbed action. The gravitational portion of the perturbed action thus takes the form

$$
\begin{align*}
S_{g} & =2 M^{3} \int_{-\pi}^{\pi} \mathrm{d} \varphi e^{-2 r k|\varphi|} \int \mathrm{d} x^{4} \sqrt{-g^{(4)}} R^{(4)} \\
& =2 \frac{M^{3}}{k}\left(1-e^{-2 r k \pi}\right) \int \mathrm{d} x^{4} \sqrt{-g^{(4)}} R^{(4)}, \tag{1.8}
\end{align*}
$$

which corresponds to the four-dimensional action, with an effective gravitational scale given by

$$
\begin{equation*}
M_{p l}^{2}=\frac{M^{3}}{k}\left(1-e^{-2 r k \pi}\right) \tag{1.9}
\end{equation*}
$$

The gravitational scale is weakly dependent on the size of the new dimension, if $r$ is very large.

Every mass scale is exponentially suppressed by large values of $r$, while the gravity scale is mostly independent of it. Therefore if the bare value of the Higgs mass is of the order of the fundamental Planck scale, then the four-dimensional effective Higgs mass is exponentially suppressed to the weak scale. While the effective value of the gravitational scale is almost unaffected by the size of the new dimensions and should be close in value to the Planck scale. As a consequence, the RS model warped metric admits an elegant
alternative explanation to the hierarchy problem, in contrast to the ADD compactification [3].

The second RS model can be build from the the first one. Resuming from Eqs. (1.2) and (1.4), but taking the TeV brane to infinity, implies in a single brane setup with an infinitely extended extra dimension, and the metric

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 r k|y|} \eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\mathrm{d} y^{2}, \tag{1.10}
\end{equation*}
$$

where $y \in \mathbb{R}$. In such a scenario, the curvature of space engenders a localization mechanism which admits a suppression of the higher-dimensional terms, thus recovering, within certain limits, the Newton's gravitation theory in the brane even when the additional dimensions are of infinity extent. This is in direct contrast to the ADD models, which requires the additional dimensions to be compactified in a torus.

Higher dimensional theories by themselves have also supported braneworld scenarios driven by topological defects [5] where the fields of the SM are hypothetically confined by brane-like regions of space $[2,5,6,7,8,9,10,11,12,13,14,1]$. Given that RS models rely on thin branes, and the standard model fields are confined in a thin slice of space, a more realistic framework suggests that the matter fields ought to be smeared over extra dimensions. The novel paradigm thus led to several spin-off models, including the now so-called thick braneworlds, where the thin brane is replaced by a topological defect, an equivalent structure to those ones introduced for describing domain walls [5, 1]. The thick brane framework has thus been considered as an engendering tool for obtaining the configuration to the RS model, by admitting some lump-like (non-topological) defect solution for the warp factor [1]. In this case, the non-topological nature of curvature begets the same localization mechanism of the RS models for gravitational and matter fields in the brane, which may host some internal structure $[15,16,17,18,19,20,21,22,23,1]$.

Besides working as a platform for the resolution of the hierarchy problem, thick braneworlds in $(4+1)$-dimensions [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, $30,31,32,33,34,1]$ have include the dark scalar field dynamics into their formulation. Notwithstanding the ferment in this field, theoretical and phenomenological connections with cosmology and astroparticle physics have also been evaluated [35, 36, 37, 38, 39, 40, $41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,1]$. More recently, in the strict theoretical front, the possibility of traversable wormholes in RS models [61] has also been suggested [1].

Regardless of the lack of experimental verification, the study of higher-dimensional theories is a promising theoretical front, because this framework allows the connection between two phenomena, that initially seem to be uncorrelated. Apart from having played a prominent role in our understanding of the hierarchy problem, higher dimensions have also been proposed as a means to unifying gravity and electromagnetism by the seminal

Kaluza-Klein models [62]. Our ultimate goal with this manuscript is to include another one of this correlations. Based on the existence of a six-dimensional thick braneworld model, a mechanism for explaining the charged lepton mass spectrum is proposed, and, as a consequence, the existence of three lepton generations is justified.

As a preliminary objective, six-dimensional thick braneworlds ought to be constructed, classified and investigated. Particularly, the separable solutions of thick braneworlds are classified into two contrasting set of models, the string and intersecting-like. String-like have already been widely investigated [63, 64, 65, 66, 67, 68]. On the other hand, the intersecting-like consists on a novel kind of solution and can be broken into six analytical models, for which the physical and localization properties shall be evaluated.

This manuscript is thus organized as follows. Ch. 2 presents the elementary introduction to the $(5+1)$-dimensional setup and provides a classification of separable solutions that will serve as a background for every construction in following chapters. Ch. 3 addresses the localization of the gravitational and the stability of the configurations, providing the conditions for each one of the models of Ch. 2 to be physically acceptable. Ch. 4 is devoted to the localization of matter fields, establishing the foundations of six-dimensional fermionic matter. Ch. 5 presents the main result of the manuscript: a higher-dimensional mechanism for explaining the masses of the leptons. Our conclusions are drawn in Ch. 6 pointing out the most relevant features of the proposed models.

It is important to emphasize that: the content of Ch. 2 is a strict reproduction of the content of the manuscript "(5+1)-Dimensional Analytical Brane-World Models: Intersecting Thick Branes" [1], the content of Ch. 3 is a strict reproduction of the content of the manuscript "Gravity Localization on Intersecting Thick Braneworlds" [69], and the content of Ch. 5 is a strict reproduction of the content of the manuscript "Asymmetrical braneworlds and the charged lepton mass spectrum" [70], all from the author, all of them with some sufficient literary adaptations in order to establish a cohesive timeline for this thesis content.

## 2 Six-Dimensional Braneworlds

With the ultimate proposal of enlarging the phenomenology alternatives for thick brane scenarios, the present chapter intents to investigate six-dimensional braneworlds, an idea already explored through different facets which include, for instance, thin branes and string-like defects $[63,64,65,66,67,68,71,72,73,74,75,76,77,1]$. However, instead of considering string-like defects as they are typically engendered from thick brane 1-dim warping mechanisms, the possibility of a larger classification of solution is here admitted. By considering a twofold-warp factor which is separable into two intersecting warp factors respectively driven by two intersecting scalar fields, several novel solutions for thick braneworld models are obtained and the possible construction are classified [1]. In fact, with respect to the featured compact internal structure, some of the resulting constructions here admitted shall contrast with the second RS model. Otherwise, the involved scalar fields and self-gravity mechanisms shall consistently resemble the wellsucceeded thick braneworld models in admitting lump-like defect solutions for the warp factors [1]. Considering the eventual complexity of some $(5+1)$-dimensional metrics, this chapter is constrained to finding and classifying classical solutions that define the corresponding braneworld scenarios so as to prepare the clean framework for describing the localization of gravitational and matter fields in following chapters [1].

By placing braneworlds over some novel topological spaces append the possibility of some new physics. While five-dimensional setups have only two manifolds, $\mathbb{R}$ and $\mathbb{S}^{1}$, for the topology of the internal one-dimensional space, six-dimensional braneworlds may exhibit a wide range of topologies from the two-dimensional space [1]. Due to the compact features of $\mathbb{S}^{2}$, our straightforward proposal lies in constructing the total space from a priori internal space $\mathbb{S}^{2}$, where, in particular, it is not regarded as the sphere, but as a set with a space topology homeomorphic to the sphere [1]. Considering a departing topological manifold with a defined metric, and that $\mathbb{S}^{2}$, as a coupled structure, intrinsically carries several different metrics, models over two distinct geometries of $\mathbb{S}^{2}$, the sphere and the spheroid, can be solved and evaluated [1].

A more specialized summary of the above procedure is provided by a departure metric given by $\boldsymbol{\sigma}=e^{-2 f} \mathrm{~d} u \otimes \mathrm{~d} u+e^{-2 h} \mathrm{~d} v \otimes \mathrm{~d} v$, which is nothing but the conformally flat metric [78] $\boldsymbol{\sigma}=e^{-2 B}(\mathrm{~d} u \otimes \mathrm{~d} u+\mathrm{d} v \otimes \mathrm{~d} v)$ for any (pseudo-) Riemannian space of two dimensions, $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$, although it is written in terms of different coordinates [1]. Despite dealing with braneworld models with two co-dimensions, the choice of the coordinates implying into the conformally flat form of the metric is too restrictive. For the purpose of finding Einstein equation solutions for the warp factor $A$, the conformally flat approach would be intractable. When considering separable solutions one assumes a twofold-warp
factor $A, A=\tilde{A}(u)+\hat{A}(v)$, and separable metric components, i.e. $f=\tilde{f}(u)+\hat{f}(v)$ and $h=\tilde{h}(u)+\hat{h}(v)$, where $\tilde{A}$ and $\hat{A}$ depend on two different variables with independent warping characteristics [1]. The setup for the corresponding brane is provided by two scalar fields, $\phi$ and $\zeta$, which also depend on the same two different variables, evidently with $\phi_{, v}=\zeta_{, u}=0[1]$. The separable solutions can thus be classified in two different sets; the set of string-like solutions that are driven by a single scalar field $\zeta(\phi=0)$, and the set of intersecting-like solutions that are driven by two intersecting scalar fields, $\phi$ and $\zeta$. The intersecting-like result into two subset of sorted analytical solutions composing of six different models: from $I$ to $V I$, for which the physical properties and the reducibility to $(4+1)$ scenarios shall be evaluated. At the intersection of the sets of string and intersecting-like one finds trivial-like solutions that will also be evaluated.

The chapter is thus organized as follows. Sec. 2.1 presents the elementary introduction to the $(5+1)$-dimensional setup driven by two scalar fields and sets the equations to be solved. Sec. 2.3 is devoted to separable solutions and its classification. In particular, the case of intersecting-like thick branes is discussed, to which the solutions for the so-called models from $I$ to $V I$ are obtained. Considering that only for models $I$ and $I I$, in the above-mentioned first subset, Einstein equation solutions are rigidly defined, and that, for models $I I I, I V, V$ and $V I$, in the above-mentioned second subset, an additional degree of freedom, related to the coupled fields that are not constrained by Einstein equations, is admitted, and fixing the geometry of the internal space is mandatory for definitely determining all the fields. Such aspects and their complete understanding are thus evaluated in Sec. 2.4.3. Finally, In Sec. 2.2, a simple initial consistency check for the Newtonian gravitational constant is provided.

### 2.1 Six-Dimensional Braneworlds from Scalar fields

The space-time is postulated to be a six-dimensional manifold $\left(\mathbb{E}^{6}, \boldsymbol{g}\right)$ that is, as a set, equivalent to the product space $\mathbb{M}^{4} \times \mathbb{B}^{2}$, where $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$ is some four-dimensional pseudo-Riemannian manifold and $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$ is some two-dimensional Riemannian manifold. The geometry of $\mathbb{E}^{6}$ is represented by the metric,

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 A} \omega_{\mu \nu} \mathrm{d} x^{\nu} \otimes \mathrm{d} x^{\mu}+\sigma_{i j} \mathrm{~d} x^{i} \otimes \mathrm{~d} x^{j} \tag{2.1}
\end{equation*}
$$

where $A$ is the warp factor, $\boldsymbol{\omega}$ is the metric of the space-time $\mathbb{M}^{4}\left(\boldsymbol{\omega}: \mathbb{M}^{4} \rightarrow \mathcal{T}^{(0,2)} \mathbb{M}^{4}\right)$ and $\boldsymbol{\sigma}$ is the metric of the internal space $\mathbb{B}^{2}\left(\boldsymbol{\sigma}: \mathbb{B}^{2} \rightarrow \mathcal{T}^{(0,2)} \mathbb{B}^{2}\right)$. Here $A: \mathbb{B}^{2} \rightarrow \mathbb{R}$, which means that $A=A(u, v)$, with $u=x^{4}$ and $v=x^{5} ; \omega_{\mu \nu}: \mathbb{M}^{4} \rightarrow \mathbb{R} ;$ and $\sigma_{i j}: \mathbb{B}^{2} \rightarrow \mathbb{R}$. Clarifying the notation, Greek indices $(\mu, \nu, \ldots)$ are valued in the set $\{0,1,2,3\}$, uppercase Latin indices $(M, N, \ldots)$ are valued in $\{0,1,2,3,4,5\}$, lowercase Latin indices ( $m, n, i$, $j, \ldots$ ) are valued in $\{4,5\}$ (and represent the bulk co-dimensions) and the labels $x^{4}=u$ and $x^{5}=v$, represent the choice of coordinates for the co-dimensions $\left(\mathbb{B}^{2}\right)$; the use of notation
$T_{45} \equiv T_{u v}$ whenever suited, indicates that " $4 "=" u "$ and " $5 "=" v "$; derivatives, whenever suited, will be represented by a comma, i.e. $f_{, \mu}:=\partial f / \partial x^{\mu}$; finally, tensors when being referred to its (abstract) entirety will be in boldface, as $\boldsymbol{g}$, but its components will be cast in regular font, as $g_{\mu \nu}$.

Suppose that matter in this space are of scalar nature and it corresponds to two canonical real scalar fields minimally coupled to gravity [1]. The action for gravity is the usual Einstein-Hilbert action in six dimensions so as to have

$$
\begin{gather*}
S=S_{\mathrm{EH}}+S_{\phi},  \tag{2.2}\\
S_{\mathrm{EH}}=\int \mathrm{d}^{6} x \sqrt{-\mathrm{g}} 2 M^{4} R, \tag{2.3}
\end{gather*}
$$

and

$$
\begin{equation*}
S_{\phi}=-\int \mathrm{d}^{6} x \sqrt{-\mathrm{g}}\left(\frac{g^{M N}}{2} \phi_{, M} \phi_{, N}+\frac{g^{M N}}{2} \zeta_{, M} \zeta_{, N}+\mathcal{V}\right) \tag{2.4}
\end{equation*}
$$

where $\phi: \mathbb{B}^{2} \rightarrow \mathbb{R}(\phi \equiv \phi(u, v)), \zeta: \mathbb{B}^{2} \rightarrow \mathbb{R}(\zeta \equiv \zeta(u, v)), \mathcal{V}$ is some function of $\phi$ and $\zeta$, and $\mathrm{g}=\operatorname{det}\left(g_{M N}\right)$. Varying $S_{E H}$ and $S_{\phi}$ with respect to the metric, $\boldsymbol{g}$, one finds

$$
\begin{equation*}
\delta S_{\mathrm{EH}}=2 M^{4} \int \mathrm{~d}^{6} x \delta\left(\mathrm{~g}_{M N}\right) \sqrt{-\mathrm{g}}\left(\frac{\mathrm{~g}^{M N}}{2} R-R^{M N}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta S_{\phi}=\int \mathrm{d}^{6} x \delta g_{M N} \sqrt{-\mathrm{g}}\left[\frac{g^{M P} g^{N K}}{2}\left(\phi_{, K} \phi_{, P}+\zeta_{, K} \zeta_{, P}\right)-\frac{g^{M N}}{2}\left(\frac{\phi^{K} \phi_{, K}}{2}+\frac{\zeta^{, K} \zeta_{, K}}{2}+\mathcal{V}\right)\right] \tag{2.6}
\end{equation*}
$$

which results into the usual Einstein equations,

$$
\begin{equation*}
G_{M N}=R_{M N}-\frac{1}{2} g_{M N} R=\frac{T_{M N}}{4 M^{4}} \tag{2.7}
\end{equation*}
$$

where one defined

$$
\begin{equation*}
T_{M N}:=\phi_{, M} \phi_{, N}+\zeta_{, M} \zeta_{, N}-g_{M N}\left(\frac{\phi^{, K} \phi_{, K}}{2}+\frac{\zeta^{, K} \zeta_{, K}}{2}+\mathcal{V}\right) \tag{2.8}
\end{equation*}
$$

On the other hand, the equations of motion of the scalar fields can be determined by varying $S_{\phi}$ with respect to both scalar fields,

$$
\begin{align*}
& \left.\delta S_{\phi}\right|_{\phi}=\int \mathrm{d}^{6} x \delta \phi\left[\left(\sqrt{-\mathrm{g}} g^{M N} \phi_{, M}\right)_{, N}-\sqrt{-\mathrm{g}} \mathcal{V}_{, \phi}\right]  \tag{2.9}\\
& \left.\delta S_{\phi}\right|_{\zeta}=\int \mathrm{d}^{6} x \delta \zeta\left[\left(\sqrt{-\mathrm{g}} g^{M N} \zeta_{, M}\right)_{, N}-\sqrt{-\mathrm{g}} \mathcal{V}_{, \zeta}\right] \tag{2.10}
\end{align*}
$$

which implies in

$$
\begin{align*}
& \square \phi=\frac{1}{\sqrt{-\mathrm{g}}}\left[\sqrt{-\mathrm{g}} g^{M N} \phi_{, N}\right]_{, M}=\mathcal{V}_{, \phi}  \tag{2.11}\\
& \square \zeta=\frac{1}{\sqrt{-\mathrm{g}}}\left[\sqrt{-\mathrm{g}} g^{M N} \zeta_{, N}\right]_{, M}=\mathcal{V}_{, \zeta} \tag{2.12}
\end{align*}
$$

For the configurations considered here, eqs. (2.11) and (2.12) will be completely redundant, since the solutions of (2.7) will already determine the scalar fields $\phi$ and $\zeta$ [1]. This can be straightforwardly proven by first noting that the conservation of the stress energy tensor implies

$$
\begin{equation*}
\left(\nabla_{M} T\right)^{M N}=0 \Longleftrightarrow\left(\nabla_{M} G\right)^{M N}=0 \tag{2.13}
\end{equation*}
$$

which, for the two scalar fields, results into

$$
\begin{equation*}
\left(\nabla_{M} T\right)^{M N}=\phi^{, N}\left(\square \phi-\mathcal{V}_{, \phi}\right)+\zeta^{, N}\left(\square \zeta-\mathcal{V}_{, \zeta}\right)=0 \tag{2.14}
\end{equation*}
$$

In the following sections, the accomplishment of the intersecting thick brane scenario shall admit scalar fields, $\phi=\phi(u)$ and $\zeta=\zeta(v)$, regarded as independent quantities one from each other, with $\phi_{, v}=\zeta_{, u}=0[1]$. From such an assumption one has

$$
\left(\nabla_{M} G\right)^{M N}=0 \Longleftrightarrow\left\{\begin{array}{l}
\square \phi-\mathcal{V}_{, \phi}=0  \tag{2.15}\\
\square \zeta-\mathcal{V}_{, \zeta}=0
\end{array}\right.
$$

This means that any solution of Eq. (2.7) also satisfies Eqs. (2.11) and (2.12) for the scalar fields. Nevertheless, this is only true for very particular configurations, which include the case $\phi_{, v}=\zeta_{, u}=0$. Therefore, in this case, the redundancy of the scalar field Eqs. (2.11) and (2.12) are clear ${ }^{1}$ [1].

More generically, to realize the field equations one first writes down the components of the Einstein tensor through a straightforward - even if long and tedious - process. To simplify the following steps, a rescaling of the metric given by $\boldsymbol{g}=e^{-2 A} \hat{\boldsymbol{g}}$ can be used to remove the conformal factor, where one defines

$$
\begin{equation*}
\hat{\boldsymbol{g}}=\omega_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+\hat{\sigma}_{i j} \mathrm{~d} x^{i} \otimes \mathrm{~d} x^{j}, \tag{2.16}
\end{equation*}
$$

and $\hat{\boldsymbol{\sigma}}=e^{2 A} \boldsymbol{\sigma}$. Notice that the metric $\hat{\boldsymbol{g}}$ is factorable since $\omega_{\mu \nu}: \mathbb{M}^{4} \rightarrow \mathbb{R}$ and $\hat{\sigma}_{i j}: \mathbb{B}^{2} \rightarrow \mathbb{R}$, and the calculations that follow can be easily extended to any dimension [1].

One can now write the relation between the operators compatible with $\boldsymbol{g}$ and $\hat{\boldsymbol{g}}$ : the connection, the Riemann and the Einstein tensors compatible with $\boldsymbol{g}$, calling it $\nabla$, $R^{M}{ }_{N P Q}$ and $G_{M N}$, respectively, and those ones compatible with $\hat{\boldsymbol{g}}$, calling it $\hat{\nabla}, \hat{R}^{M}{ }_{N P Q}$ and $\hat{G}_{M N}$, respectively.

The Levi-Civita connections, Ricci tensors and Ricci scalars compatible with metrics $\boldsymbol{g}$ and $\hat{\boldsymbol{g}}$ are related by the equations

$$
\begin{equation*}
\Gamma_{M N}^{P}=\hat{\Gamma}_{M N}^{P}-A_{, N} \delta_{M}^{P}-A_{, M} \delta_{N}^{P}+A_{, S} \hat{g}^{P S} \hat{g}_{M N} \tag{2.17}
\end{equation*}
$$

[^0]\[

$$
\begin{equation*}
R_{M N}=\hat{R}_{M N}+4 \hat{\nabla}_{M} \hat{\nabla}_{N} A+\hat{g}_{M N} \hat{\square} A+4 \hat{\nabla}_{M} A \hat{\nabla}_{N} A-4 \hat{g}_{M N} \hat{\nabla}^{P} A \hat{\nabla}_{P} A \tag{2.18}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
R=e^{2 A}\left[\hat{R}+25 \hat{\square} A-20 \hat{\nabla}^{P} A \hat{\nabla}_{P} A\right] \tag{2.19}
\end{equation*}
$$

respectively.
The Einstein equations are thus re-defined in terms of the metric $\hat{\boldsymbol{g}}$ rather than $\boldsymbol{g}$. Meanwhile, the Einstein tensor of the metric $\boldsymbol{g}$ can be recast in terms of the metric $\hat{\boldsymbol{g}}$ and $A$, in the form of

$$
\begin{equation*}
G_{M N}=\hat{G}_{M N}+4 \hat{\nabla}_{M} \hat{\nabla}_{N} A+4 \hat{\nabla}_{M} A \hat{\nabla}_{N} A-4 \hat{g}_{M N} \hat{\square} A+6 \hat{g}_{M N} \hat{\nabla}^{P} A \hat{\nabla}_{P} A \tag{2.20}
\end{equation*}
$$

To compute $\hat{G}_{M N}$ in order to obtain the equations of motion, one firstly notices that the Riemann tensor $\hat{\mathbf{R}}$ is factorable,

$$
\begin{align*}
\hat{\mathbf{R}} & =\hat{R}^{\rho}{ }_{\alpha \mu \nu}\left(x^{\kappa}\right) \frac{\partial}{\partial x^{\rho}} \otimes \mathrm{d} x^{\alpha} \otimes \mathrm{d} x^{\nu} \otimes \mathrm{d} x^{\nu}+\hat{R}^{j}{ }_{k l c}\left(x^{s}\right) \frac{\partial}{\partial x^{j}} \otimes \mathrm{~d} x^{k} \otimes \mathrm{~d} x^{l} \otimes \mathrm{~d} x^{c} \\
& =\mathcal{R}^{\rho}{ }_{\alpha \mu \nu}\left(x^{\kappa}\right) \frac{\partial}{\partial x^{\rho}} \otimes \mathrm{d} x^{\alpha} \otimes \mathrm{d} x^{\nu} \otimes \mathrm{d} x^{\nu}+\hat{\Sigma}^{j}{ }_{k l c}\left(x^{s}\right) \frac{\partial}{\partial x^{j}} \otimes \mathrm{~d} x^{k} \otimes \mathrm{~d} x^{l} \otimes \mathrm{~d} x^{c} \tag{2.21}
\end{align*}
$$

where $\hat{R}^{\rho}{ }_{\alpha \mu \nu}$ encodes de curvature of $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$, and which has been labeled by $\mathcal{R}^{\rho}{ }_{\alpha \mu \nu}$, and $\hat{R}^{j}{ }_{k l c}$ encodes de curvature of $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$, which has been labeled by $\hat{\Sigma}^{j}{ }_{k l c}$ [1]. From here on $\mathcal{R}$ and $\Delta$ are the curvature and covariant derivative compatible with $\boldsymbol{\omega}$. Analogously, $\Sigma$ and $\triangle$ are compatible with $\boldsymbol{\sigma}$, with $\hat{\Sigma}$ being compatible with $\hat{\boldsymbol{\sigma}}$. Also, a shortened notation given in terms of $\boldsymbol{\Delta}:=\omega^{\mu \nu} \Delta_{\mu} \Delta_{\nu}$ and $\triangle^{2}:=\sigma^{i j} \triangle_{i} \triangle_{j}$ shall be useful in the following steps [1].

From the Riemann tensor, the set of expressions for Ricci tensors and Riccis scalar are given by

$$
\begin{gather*}
\hat{R}_{\mu \nu}=\hat{R}^{M}{ }_{\mu M \nu}=\hat{R}^{\kappa}{ }_{\mu \kappa \nu}=\mathcal{R}^{\kappa}{ }_{\mu \kappa \nu}\left(x^{\rho}\right)=\mathcal{R}_{\mu \nu}\left(x^{\rho}\right),  \tag{2.22}\\
\hat{R}_{i j}=\hat{R}^{M}{ }_{i M j}=\hat{R}^{m}{ }_{i m j}=\hat{\Sigma}^{m}{ }_{i m j}\left(x^{l}\right)=\hat{\Sigma}_{i j}\left(x^{l}\right), \tag{2.23}
\end{gather*}
$$

and

$$
\begin{equation*}
\hat{R}=\hat{g}^{M N} \hat{R}_{M N}=\omega^{\mu \nu} \mathcal{R}_{\mu \nu}+\hat{\sigma}^{i j} \hat{\Sigma}_{i j}=\mathcal{R}+\hat{\Sigma} \tag{2.24}
\end{equation*}
$$

which can be re-introduced into Eq. (2.20) so as to return

$$
\begin{equation*}
G_{\mu \nu}=\mathcal{R}_{\mu \nu}-\frac{1}{2} \omega_{\mu \nu} \mathcal{R}-\frac{1}{2} \omega_{\mu \nu} \hat{\Sigma}-4 \omega_{\mu \nu} \hat{\triangle}^{2} A+6 \omega_{\mu \nu} \hat{\sigma}^{i j} A_{, i} A_{, j} \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{i j}=\hat{\Sigma}_{i j}-\frac{1}{2} \hat{\sigma}_{i j} \hat{\Sigma}-\frac{1}{2} \hat{\sigma}_{i j} \mathcal{R}+4 \hat{\triangle}_{i} \hat{\triangle}_{j} A+4 A_{, i} A_{, j}-4 \hat{\sigma}_{i j} \hat{\triangle}^{2} A+6 \hat{\sigma}_{i j} \hat{\sigma}^{m n} A_{, n} A_{, m} \tag{2.26}
\end{equation*}
$$

Finally, by substituting the above expressions into Einstein field equations decoupled from Eq. (2.7), one finds

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}-\frac{1}{2} \omega_{\mu \nu} \mathcal{R}=\omega_{\mu \nu}\left[\frac{1}{2} \hat{\Sigma}+4 \hat{\triangle}^{2} A-6 \hat{\sigma}^{i j} A_{, i} A_{, j}-\frac{e^{-2 A}}{4 M^{4}}\left(\frac{\phi^{, K} \phi_{, K}}{2}+\frac{\zeta^{, K} \zeta_{, K}}{2}+\mathcal{V}\right)\right] \tag{2.27}
\end{equation*}
$$

and

$$
\begin{align*}
& \hat{\Sigma}_{i j}-\frac{1}{2} \hat{\sigma}_{i j}(\mathcal{R}+\hat{\Sigma})+4 \hat{\triangle}_{i} \hat{\triangle}_{j} A+4 A_{, i} A_{, j}-4 \hat{\sigma}_{i j} \hat{\triangle}^{2} A \\
& +6 \hat{\sigma}_{i j} \hat{\sigma}^{m n} A_{, n} A_{, m}=\frac{1}{4 M^{4}}\left[\phi_{, i} \phi_{, j}+\zeta_{, i} \zeta_{, j}-e^{-2 A} \hat{\sigma}_{i j}\left(\frac{\phi^{K} \phi_{, K}}{2}+\frac{\zeta^{, K} \zeta_{, K}}{2}+\mathcal{V}\right)\right] \tag{2.28}
\end{align*}
$$

Since $\mathcal{R}_{\mu \nu}$ and $\mathcal{R}$ are functions of space-time, $\mathbb{M}^{4}$, and $\hat{\Sigma}_{i j}$ and $\hat{\Sigma}$ are functions of the internal space, $\mathbb{B}^{2}$, then one may separate variables at Eqs. (2.27) and (2.28). Through a more familiar notation, one chooses a separation constant which can be interpreted as the so-called cosmological constant $\Lambda$ [1]. After some mathematical manipulations, one thus obtains

$$
\begin{gather*}
\mathcal{R}_{\mu \nu}=\Lambda \omega_{\mu \nu}  \tag{2.29}\\
\frac{1}{2} \hat{\Sigma}+4 \hat{\triangle}^{2} A-6 \hat{\sigma}^{i j} A_{, i} A_{, j}-\frac{e^{-2 A}}{4 M^{4}}\left(\frac{\phi^{l} \phi_{, l}}{2}+\frac{\zeta^{l} \zeta_{, l}}{2}+\mathcal{V}\right)=-\Lambda \tag{2.30}
\end{gather*}
$$

and

$$
\begin{align*}
& \hat{\Sigma}_{i j}-\frac{1}{2} \hat{\sigma}_{i j}(4 \Lambda+\hat{\Sigma})+4 \hat{\triangle}_{i} \hat{\triangle}_{j} A+4 A_{, i} A_{, j}-4 \hat{\sigma}_{i j} \hat{\triangle}^{2} A \\
& +6 \hat{\sigma}_{i j} \hat{\sigma}^{m n} A_{, n} A_{, m}=\frac{1}{4 M^{4}}\left[\phi_{, i} \phi_{, j}+\zeta_{, i} \zeta_{, j}-e^{-2 A} \hat{\sigma}_{i j}\left(\frac{\phi^{l} \phi_{, l}}{2}+\frac{\zeta^{l} \zeta_{, l}}{2}+\mathcal{V}\right)\right] . \tag{2.31}
\end{align*}
$$

From a geometrical perspective, Eqs. (2.30) and (2.31) clearly illustrate why the two co-dimensional problem is circumstantially more complicated then one co-dimensional analysis [1]. The existence of curvature for the internal space $\mathbb{B}^{2}$ increases the complexity of the equations to be solved. For a one co-dimension problem, the equations are, up to some constants, equivalent, but the curvature is null. In addition, the complexity that arises solely from topological considerations is evinced: while for one co-dimension there are only two possible topologies, $\mathbb{R}^{1}$ or $\mathbb{S}^{1}$, for two co-dimensions a vaster scenario can be explored [1].

### 2.1.1 The Geometry of the Brane

From the above results, Eq. (2.29) defines the geometry of space-time $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$, and one can readily obtain some solutions summarized by [1]

1. if $\Lambda=0$, a solution is a Minkowski space, $\boldsymbol{\omega}=\boldsymbol{\eta}$;
2. if $\Lambda>0$, a solution is a de Sitter space of four dimensions $\left(\mathbb{d} \mathbb{S}^{4}\right), \boldsymbol{\omega}=\boldsymbol{\omega}^{+}$;
3. if $\Lambda<0$, a solution is an anti-de Sitter space of four dimensions $\left(\mathbb{A d} \mathbb{S}^{4}\right) ; \boldsymbol{\omega}=\boldsymbol{\omega}^{-}$;
4. there are also FRW space-times solutions of these equations for all values of $\Lambda$ [36].

Therefore one may fit each of these $(3+1)$ solutions in the model construction that follows. Again, to simplify the notation, whenever one is dealing with a space-time $\mathbb{M}^{4}$ where $\Lambda=0$, its metric will be labeled $\boldsymbol{\eta}$, while either for $\Lambda>0$ or for $\Lambda<0$, it will be labeled either by $\boldsymbol{\omega}^{+}$or by $\boldsymbol{\omega}^{-}$, respectively. Eq. (2.29) does not completely determine the curvature of space-time, since the Riemann tensor is not completely specified. In later chapters, one will restrict the brane to be of constant curvature, i.e. the Riemann tensor

$$
\begin{equation*}
\mathcal{R}_{\delta \mu \rho \nu}=\frac{\Lambda}{3}\left(\omega_{\delta \rho} \omega_{\mu \nu}-\omega_{\delta \nu} \omega_{\mu \rho}\right), \tag{2.32}
\end{equation*}
$$

this will lead to significant simplifications to the equations, specially when dealing with gravitational perturbations.

### 2.1.2 The Geometry of The Internal Space

Hence the subsequent steps can be resumed by obtaining the solutions for Eqs. (2.30) and (2.31), which define the geometry of the internal space $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)[1]$. However, since they are still expressed in terms of $\hat{\boldsymbol{\sigma}}$, it should be simpler to work with the started geometry preliminarily resumed by $\boldsymbol{\sigma}$. Turning back to such a departure metric, one firstly writes

$$
\begin{gather*}
\hat{\Xi}_{i j}^{l}=\Xi_{i j}^{l}+A_{, j} \delta_{i}^{l}+A_{i,} \delta_{j}^{l}-A_{, s} \sigma^{l s} \sigma_{i j},  \tag{2.33}\\
\hat{\Sigma}_{i j}=\Sigma_{i j}-\sigma_{i j} \triangle^{2} A,  \tag{2.34}\\
\hat{\Sigma}=e^{-2 A}\left[\Sigma-2 \triangle^{2} A\right] \tag{2.35}
\end{gather*}
$$

and

$$
\begin{equation*}
\hat{\triangle}_{i} \hat{\triangle}_{j} A=\triangle_{i} \triangle_{j} A-2 A_{, i} A_{, j}+\sigma^{l s} \sigma_{i j} A_{, l} A_{, s}, \tag{2.36}
\end{equation*}
$$

which, once substituted into Eqs. (2.30) and (2.31), after some straightforward manipulations, leads to

$$
\begin{equation*}
\frac{\mathcal{V}}{4 M^{4}}=2 \Lambda e^{2 A}+2 \triangle^{2} A-8 A^{, m} A_{, m}, \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{i j}-\sigma_{i j} \Lambda e^{2 A}+4 \triangle_{i} \triangle_{j} A-\sigma_{i j} \triangle^{2} A+4 \sigma_{i j} A^{, m} A_{, m}-4 A_{, i} A_{, j}=\frac{\phi_{, i} \phi_{, j}+\zeta_{, i} \zeta_{, j}}{4 M^{4}} \tag{2.38}
\end{equation*}
$$

from which one can notice that some coordinate degree of freedom is still present [1]. Eqs. (2.37) and (2.38) encode the needed information to determine the geometry of space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$, the warp factor, $A$, and the scalar fields, $\phi$ and $\zeta$. Turning back to the systematic procedure for solving Eqs. (2.37) and (2.38), one can state the following theorem [78],

Theorem 1 Every two-dimensional (pseudo-) Riemannian space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$ is conformally flat.

This means that, without loss of generality, one can consider the metric of the space of co-dimensions to be conformally flat, i.e.

$$
\begin{equation*}
\boldsymbol{\sigma}=e^{-2 B(u, v)}(\mathrm{d} u \otimes \mathrm{~d} u+\mathrm{d} v \otimes \mathrm{~d} v) \tag{2.39}
\end{equation*}
$$

As previously argued, one has made a previous choice for the coordinates so as to be able to write the resulting expression for the metric. However, since Eq. (2.38) may not be analytically solvable, it would be counterproductive to keep that expressed in terms of conformal coordinates [1]. A more treatable set coordinates for solving the resulting differential equations, that do not result in a conformally flat metric, can be identified by rewriting the system in terms of the following metric,

$$
\begin{equation*}
\boldsymbol{\sigma}=e^{-2 f(u, v)} \mathrm{d} u \otimes \mathrm{~d} u+e^{-2 h(u, v)} \mathrm{d} v \otimes \mathrm{~d} v \tag{2.40}
\end{equation*}
$$

This is not the most general metric choice ${ }^{2}$, but it does allow for some leeway when solving the equations [1]. Naturally, this is equivalent to the conformally flat form, since one has just used a different set of coordinates. By substituting the metric choice from (2.40) into the field Eqs. (2.37) and (2.38), it is straightforward to write

$$
\begin{align*}
\frac{\mathcal{V}}{8 M^{4}}=\Lambda e^{2 A}+e^{2 f}\left(A_{, u u}+A_{, u} f_{, u}\right. & \left.-A_{, u} h_{, u}-4 A_{, u}^{2}\right) \\
& +e^{2 h}\left(A_{, v v}+A_{, v} h_{, v}-A_{, v} f_{, v}-4 A_{, v}^{2}\right) \tag{2.41}
\end{align*}
$$

$$
\begin{array}{r}
\frac{\phi_{, u}^{2}+\zeta_{, u}^{2}}{4 M^{4}}=e^{2 h-2 f}\left(f_{, v v}+f_{, v} h_{, v}-f_{, v}^{2}+4 A_{, v}^{2}-3 f_{, v} A_{, v}-A_{, v v}-A_{, v} h_{, v}\right) \\
+h_{, u u}+f_{, u} h_{, u}-h_{, u}^{2}+3 A_{, u u}+3 f_{, u} A_{, u}+A_{, u} h_{, u}-\Lambda e^{2 A-2 f} \tag{2.42}
\end{array}
$$

$$
\begin{array}{r}
\frac{\phi_{, v}{ }^{2}+\zeta_{, v}{ }^{2}}{4 M^{4}}=e^{2 f-2 h}\left(h_{, u u}+f_{, u} h_{, u}-h_{, u}^{2}+4 A_{, u}^{2}-3 h_{, u} A_{, u}-A_{, u u}-A_{, u} f_{, u}\right) \\
+f_{, v v}+f_{, v} h_{, v}-f_{, v}{ }^{2}+3 A_{, v v}+3 h_{, v} A_{, v}+A_{, v} f_{, v}-\Lambda e^{2 A-2 h} \tag{2.43}
\end{array}
$$

and

$$
\begin{equation*}
\frac{\phi_{, u} \phi_{, v}+\zeta_{, u} \zeta_{, v}}{4 M^{4}}=4 A_{, u v}+4 f_{, v} A_{, u}+4 h_{, u} A_{, v}-4 A_{, u} A_{, v} \tag{2.44}
\end{equation*}
$$

From Eqs. (2.41)-(2.44) one can determine the warp factor and scalar fields, and consequently obtaining the defect that generates the thick brane. From this point, different techniques must be employed for solving Eqs. (2.41)-(2.44) analytically [1]. One may separate the techniques into two opposite categories:

[^1]1. Starting from a predetermined internal space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$, which in some other words correspond to the preliminary knowledge of $f$ and $h$, one can thus calculate the warp factor $A$;
2. Starting with no knowledge of the geometry of the internal space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$, i.e. of $f$ and $h$, one thus assume some simplifying hypothesis so as to solve the equations in order to find $A, f$ and $h$.

Our focus will be on the second technique, which can be later connected to the first one by using their solutions to fit them into predetermined geometries. Looking at the second technique, the equations will necessarily determine the metric, but the topology of $\mathbb{B}^{2}$ will still remain undetermined. This fact is true, since the metric does not have, in general, enough information to define the topological properties of space, with the exception of some of the compact characteristics of the latter, which is only possible because of the bulk geometry ${ }^{3}$ [1]. Besides this special topological invariant, not many topological statements can be extracted about the spaces here within, unless it is imposed a priori. Such an indeterminacy will be advantageous to the model building, since the same solution may fit different topologies and thus configure distinctive space-times [1].

### 2.2 The Newtonian Gravitational Constant

For any braneworld model to be physically acceptable it must recover a finite four-dimensional gravitational coupling strength, which can be calculated directly from the one in the bulk by applying a simple procedure. Substituting the ansatz for the bulk metric, Eq. (2.1), into the gravitational action and isolating the terms that specify the curvature of the brane,

$$
\begin{equation*}
S_{g}=\int_{\mathbb{E}^{6}} \mathrm{~d}^{4} x \mathrm{~d} y^{2} \sqrt{-\mathrm{g}} 2 M^{4} R \sim 2 M^{4} \int_{\mathbb{B}^{2}} \mathrm{~d} y^{2} \sqrt{\sigma} e^{-2 A} \int_{\mathbb{M}^{4}} \mathrm{~d}^{4} x \sqrt{-\omega} \mathcal{R}+\ldots \tag{2.45}
\end{equation*}
$$

from which one can read the gravitational field strength (or Planck Scale) for the brane,

$$
\begin{equation*}
M_{p l}{ }^{2}=M^{4} \int_{\mathbb{B}^{2}} \mathrm{~d} y^{2} \sqrt{\sigma} e^{-2 A} \tag{2.46}
\end{equation*}
$$

where $G_{N} \sim M_{p l}{ }^{-2}$. Eq. (2.46) establishes the first condition for a braneworld model to be physically acceptable, and also serves as the first consistency check for the linear approach: if the Planck scale calculated from this procedure does not coincide with the one associated with the linear approach, then the model in question is inconsistent. Fortunately, for any braneworld model the Planck scale coincides in every approach, as shall be presented in Ch. 3. For the present chapter, this will be the only condition imposed for physical acceptable solutions. However, in Ch. 3, the stability and effective Newtonian theory will also be be imposed and addressed for each one of the intersecting-like models.

[^2]
### 2.3 Classification of Separable Solutions

Solving Eqs. (2.42)-(2.44) in general is not a straightforward task, but there is a particularly interesting way in which the separable solutions of Eqs. (2.41)-(2.44) can be classified. By separable solutions we mean the ones that satisfy

$$
\begin{equation*}
\phi=\phi(u), \zeta=\zeta(v), A=\hat{A}(v)+\tilde{A}(u), f=\hat{f}(v)+\tilde{f}(u) \text { and } h=\hat{h}(v)+\tilde{h}(u) \tag{2.47}
\end{equation*}
$$

which allows one to apply a separation of variables technique to Eqs. (2.41)-(2.44). Exceptionally, Eq. (2.44) implies into

$$
\begin{equation*}
\hat{f}_{, v} \tilde{A}_{, u}+\tilde{h}_{, u} \hat{A}_{, v}-\tilde{A}_{, u} \hat{A}_{, v}=0 \tag{2.48}
\end{equation*}
$$

which can be solved under two independent hypothesis [1].
Firstly, when either $\hat{A}_{, v}$ or $\tilde{A}_{, u}$ are set equal to zero, thus one has either $\hat{f}_{, v}=0$, if $\hat{A}_{, v}=0$, or $\tilde{h}_{, u}=0$, if $\tilde{A}_{, u}=0,-$ consequently, the most simplified scenario [1]. For instance, with $\hat{A}=0$, and arbitrarily setting $\hat{h}=0$, the resulting metric would be cast in the form of

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+e^{-2 \tilde{h}} \mathrm{~d} v \otimes \mathrm{~d} v \tag{2.49}
\end{equation*}
$$

which leads to a string-like defect for the warp factor [1]. If the coordinates are chosen such that $\tilde{f}=\tilde{h}$, then the warp factor and scalar fields satisfy the field equations,

$$
\begin{gather*}
\frac{\mathcal{V}}{8 M^{4}}=\Lambda e^{2 \tilde{A}}+e^{2 \tilde{h}}\left(\tilde{A}_{, u u}-4 \tilde{A}_{, u}^{2}\right),  \tag{2.50}\\
\frac{\phi_{, u}^{2}}{4 M^{4}}=\tilde{h}_{, u u}+3 \tilde{A}_{, u u}+4 \tilde{h}_{, u} \tilde{A}_{, u}-\Lambda e^{2 \tilde{A}-2 \tilde{h}}, \tag{2.51}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\zeta_{, v}^{2}}{4 M^{4}}=\tilde{h}_{, u u}+4 \tilde{A}_{, u}^{2}-4 \tilde{h}_{, u} \tilde{A}_{, u}-\tilde{A}_{, u u}-\Lambda e^{2 \tilde{A}-2 \tilde{h}}=C \tag{2.52}
\end{equation*}
$$

where $C$ is some constant. Generically $C=0$ and $\zeta=0$, otherwise $\zeta=C v$, which is not allowed by the boundary conditions, since the solutions have to fit topologies ${ }^{4}$ like the ones shown in Figs. 1a and 1b.

These set of solutions have already been widely investigated [63, 64, 65, 66, 67, 68] even when they are not driven by scalar fields. Considering our more general interest, such constructions will not be further pursued. However, it is worth to mention that several models that shall be more deeply understood also have, as limiting cases, string-like solutions for the warp factor.

Furthermore, solutions like Eq. (2.49) do not necessarily entail in string-like defects, since the latter requires specific topological impositions. Generally, solutions like the

[^3]previous can fit many kinds of topologies, particularly $\mathbb{R}^{2}$ leads to string-like defects, like Fig. 1a. But solutions like Eq. (2.49) over $\mathbb{R} \times \mathbb{S}$ (Fig. 1b), $\mathbb{T}^{2}$ and $\mathbb{S}^{2}$ are also possible, yet they do not engender string-like defects because they constrain either $u$ or $v$ to be compactified. Regardless, throughout this work, every metric like Eq. (2.49) shall be labeled a string-like solution.

(a)

(b)

Figure 1 - (a) A string-like defect example for the warp factor. (b) A non-string-like example for the warp factor.

Within the string-like solutions there is a particular subset that will be of interest later. These are constructed by enforcing $\tilde{h}=\tilde{A}$, leading to the metric

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \tilde{A}}\left(\omega_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+\mathrm{d} v \otimes \mathrm{~d} v+\mathrm{d} u \otimes \mathrm{~d} u\right) \tag{2.53}
\end{equation*}
$$

where the warp factor and scalar fields satisfy the field equations:

$$
\begin{gather*}
\frac{\mathcal{V}}{8 M^{4}}=\Lambda e^{2 \tilde{A}}+e^{2 \tilde{A}}\left(\tilde{A}_{, u u}-4 \tilde{A}_{, u}^{2}\right)  \tag{2.54}\\
\frac{\phi_{, u}^{2}}{4 M^{4}}=4 \tilde{A}_{, u u}+4 \tilde{A}_{, u}^{2}-\Lambda \tag{2.55}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\zeta_{, v}^{2}}{4 M^{4}}=-\Lambda \tag{2.56}
\end{equation*}
$$

which lead to equivalent, up to some constants, models to the seminal five-dimensional braneworld models constructed previously in the literature. Thus, in this work, any metric like Eq. (2.53) shall be labeled trivial-like, because they are trivially deduced from fivedimensional models. Generically, the scalar field $\zeta$ and the cosmological constant have to be null, otherwise the scalar would not fit the topology of spaces like Figs. 1a and 1b.

Secondly, the most promising scenario emerges from considering non-vanishing values for both components, $\tilde{A}_{, u}$ and $\hat{A}_{, v}$ [1]. Following a simplified stratagem, from Eq. (2.48), one may write $\hat{f}=p \hat{A}$ and $\tilde{h}=(1-p) \tilde{A}$, where $p \in \mathbb{R}$, while $\hat{h}$ and $\tilde{f}$ are mapped by an aleatory correspondence with the coordinates $u$ and $v$ [1]. In this case, the metric is recast in the form of

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \hat{A}} e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2 p \hat{A}} e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+e^{-2 \hat{h}} e^{-2(1-p) \tilde{A}} \mathrm{~d} v \otimes \mathrm{~d} v \tag{2.57}
\end{equation*}
$$

which leads to a novel class of solutions which indeed is not covered by the metric from (2.49) [1]. From now on, solutions like Eq. (2.57) shall be labelled intersecting-like, because the different components of the two-fold warp factor, $\hat{A}$ and $\tilde{A}$, are associated with the intersecting defects of the scalar fields $\phi$ and $\zeta$, respectively.

The separable solutions can thus be classified into two distinct sets:

1. The set of string-like solutions, $\mathbb{S t}$, defined by Eq. (2.49);
2. The set of intersecting-like solutions, $\mathbb{I} m$, defined by Eq. (2.57).

At the intersection of $\mathbb{S t}$ with $\mathbb{I m}$ one finds the set of trivial-like solutions $\mathbb{T r}$, defined by metric Eq. (2.53), i.e. $\mathbb{I m} \cap \mathbb{S t}=\mathbb{T} \mathbf{r}$.

### 2.4 Intersecting Braneworlds

As argued before both the metrics of string and trivial-like solutions, Eqs. (2.49) and (2.53), are a consequence of a defect generated by a single scalar field, $\phi$, since $\zeta$ is, generically, null. On the other hand, for branes regarded as the intersection between the defects generated by $\phi$, such that $\phi_{, v}=0$, and by $\zeta$, such that $\zeta_{, u}=0$, which are achieved through an appropriate choice of coordinates, $u$ and $v$, one can follow the strong supposition that the warp factor $A$ and the functions $f$ and $h$ will all be separable functions of $u$ and $v$ [1], i.e. they satisfy Eq. (2.47).

As implicitly mentioned, from the metric Eq. (2.57), one can realize that the exchange of coordinates $u \leftrightarrow v$ (as well as $f \leftrightarrow h$ ), does not modifies the space-time, which is just re-labeled in terms of $u \leftrightarrow v$. This means that a model with $p=p_{1}$ is equivalent to a model with $p=1-p_{1}$, which can be mathematically expressed in terms of the equivalence relation, $\forall p \in \mathbb{R}: p \sim 1-p$, i.e. for any $p$ value there is an equivalent model with $p$ replaced by $1-p[1]$. Thus, the algorithm for solving the equations of motion can be constrained by choosing, for instance,

$$
p \in \mathbb{R} / \sim=\{p \in \mathbb{R} \mid p \geq 1 / 2\}
$$

such that the equations to be solved, (2.41)-(2.43), can be resumed by

$$
\begin{gather*}
\frac{\mathcal{V}}{8 M^{4}}=e^{2 p \hat{A}} e^{2 \tilde{f}}\left[\begin{array}{l}
\left.(p-5) \tilde{A}_{, u}^{2}+\tilde{f}_{, u} \tilde{A}_{, u}+\tilde{A}_{, u u}\right] \\
\\
\quad+e^{2 \hat{h}} e^{2(1-p) \tilde{A}}\left[\hat{h}_{, v} \hat{A}_{, v}-(p+4) \hat{A}_{, v}{ }^{2}+\hat{A}_{, v v}\right]+\Lambda e^{2 \hat{A}} e^{2 \tilde{A}}, \\
\frac{e^{2(p-1) \tilde{A}} e^{2 \tilde{f}} \phi_{, u}{ }^{2}}{4 M^{4}}=e^{2(p-1) \tilde{A}} e^{2 \tilde{f}}\left[p(1-p) \tilde{A}_{, u}{ }^{2}+(4-p) \tilde{f}_{, u} \tilde{A}_{, u}+(4-p) \tilde{A}_{, u u}\right]-\Lambda e^{2 p \tilde{A}} e^{2(1-p) \hat{A}} \\
\\
+e^{-2 p \hat{A}} e^{2 \hat{h}}\left[\left(4-3 p-p^{2}\right) \hat{A}_{, v}{ }^{2}+(p-1) \hat{h}_{, v} \hat{A}_{, v}+(p-1) \hat{A}_{, v v}\right],
\end{array}\right. \text { (2.59)}
\end{gather*}
$$

and

$$
\begin{array}{r}
\frac{e^{-2 p \hat{A}} e^{2 \hat{h}}}{4 M^{4}} \zeta_{, v}{ }^{2}=e^{-2(1-p) \tilde{A}} e^{2 \tilde{f}}\left[p(5-p) \tilde{A}_{, u}{ }^{2}-p \tilde{f}_{, u} \tilde{A}_{, u}-p \tilde{A}_{, u u}\right]-\Lambda e^{2 p \tilde{A}} e^{2(1-p) \hat{A}} \\
+e^{-2 p \hat{A}} e^{2 \hat{h}}\left[p(1-p) \hat{A}_{, v}{ }^{2}+(3+p) \hat{h}_{, v} \hat{A}_{, v}+(3+p) \hat{A}_{, v v}\right] \tag{2.60}
\end{array}
$$

Notice that Eq. (2.58) just defines the potential as a function of $u$ and $v$ [1]. Unless one imposes to the potential $\mathcal{V}$ its analytical dependence on $\phi$ and/or $\zeta$, which would suppress some degrees of freedom from Eqs. (2.59) and (2.60), Eq. (2.58) is redundant to the solutions from Eqs. (2.59) and (2.60) when they are used to obtain $\mathcal{V}$. Otherwise, the analytical solutions for Eqs. (2.59) and (2.60) can be obtained under the following constraints [1].

1. When $\Lambda=0$, thus the brane is flat;
2. When $\Lambda \neq 0$, but $p=0$ (or $p=1$ ).

This happens because the term with the cosmological constant will necessarily contribute to a function that depends on both variables, unless $p=0$ (or $p=1$ ) or the brane is flat $(\Lambda=0)$.

### 2.4.1 The Flat Brane Case $(\Lambda=0)$

After applying the separation of variables technique, Eqs. (2.59) and (2.60) are written as

$$
\begin{gather*}
(4+p) \hat{A}_{, v}^{2}-\hat{h}_{, v} \hat{A}_{, v}-\hat{A}_{, v v}=\frac{C_{1}}{1-p} e^{2 p \hat{A}} e^{-2 \hat{h}}  \tag{2.61}\\
\frac{\phi_{, u}^{2}}{4 M^{4}}-(4-p) \tilde{f}_{, u} \tilde{A}_{, u}-p(1-p) \tilde{A}_{, u}^{2}-(4-p) \tilde{A}_{, u u}=C_{1} e^{-2 \tilde{f}} e^{2(1-p) \tilde{A}}  \tag{2.62}\\
(5-p) \tilde{A}_{, u}^{2}-\tilde{f}_{, u} \tilde{A}_{, u}-\tilde{A}_{, u u}=\frac{C_{2}}{p} e^{-2 \tilde{f}} e^{2(1-p) \tilde{A}} \tag{2.63}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\zeta_{, v}^{2}}{4 M^{4}}-(3+p) \hat{h}_{, v} \hat{A}_{, v}-p(1-p) \hat{A}_{, v}^{2}-(3+p) \hat{A}_{, v v}=C_{2} e^{-2 p \hat{A}} e^{2 \hat{h}} \tag{2.64}
\end{equation*}
$$

where $C_{i} \in \mathbb{R}, i \in\{1,2\}$, are the separation constants. To find solutions of Eqs. (2.61)-(2.64) one needs to separate the $p=0$ (or $p=1$ ) case from the $p \neq 0$ (or $p \neq 1$ ).

### 2.4.1.1 The $p \neq 0($ or $p \neq 1)$ Case (Models $I$ and $I I)$

Essentially, the above introduced sequence of steps for preparing the equations of motion to be solved corresponds to some kind of suppression of unnecessary degrees of freedom [1]. Looking at Eqs. (2.61)-(2.64), the coordinate freedom are represented by $\hat{h}$
and $\tilde{f}$. Again, the coordinate constraints, $\hat{h}=p \hat{A}$ and $\tilde{f}=(1-p) \tilde{A}$, are chosen in order to simplify the equation manipulability. With the metric in the form of

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \tilde{A}} e^{-2 \hat{A}} \eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2(1-p) \tilde{A}} e^{-2 p \hat{A}}(\mathrm{~d} u \otimes \mathrm{~d} u+\mathrm{d} v \otimes \mathrm{~d} v) \tag{2.65}
\end{equation*}
$$

corresponds to the singular configuration for which a conformally flat approach simplifies the equation resolutions. From Eqs. (2.61) and (2.63), the solutions obtained are expressed by

$$
\begin{equation*}
\hat{A}=\hat{A}_{0}-\frac{1}{4} \ln \left\{\cosh \left[2 c_{v}\left(v+v_{0}\right)\right]\right\} \tag{2.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{A}=\tilde{A}_{0}-\frac{1}{4} \ln \left\{\cosh \left[2 c_{u}\left(u+u_{0}\right)\right]\right\} \tag{2.67}
\end{equation*}
$$

where, without loss of generality, one set the boundary conditions as given by $\hat{A}_{0}=\tilde{A}_{0}=0$, with

$$
\begin{equation*}
c_{v}^{2}=-\frac{C_{1}}{p-1} \text { and } c_{u}^{2}=\frac{C_{2}}{p} \tag{2.68}
\end{equation*}
$$

where $c_{v}, c_{u} \in \mathbb{C}$, but either $\operatorname{Im}\left(c_{i}\right)=0$ or $\operatorname{Re}\left(c_{i}\right)=0$, since $C_{1}, C_{2}$ and $p$ are real constants.
To develop models which can "localize" fields on the brane, one may break this solution into two different configurations, one for $p>2$ and $\operatorname{Im}\left(c_{u}\right)=0$, and another for $p \leq 2$ and $\operatorname{Re}\left(c_{u}\right)=0$. They correspond to the models that shall be further explored in appendix A.

Starting with $p>2\left(\operatorname{Im}\left(c_{u}\right)=0\right)$, which is now labeled model $I$, one finds the metric ( $u_{0}=v_{0}=0$ ),

$$
\begin{equation*}
\boldsymbol{g}^{I}=\sqrt{\cosh \left(2 c_{u} u\right)\left|\cos \left(\frac{n \varphi}{2}\right)\right|} \eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+\sqrt{\frac{\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p}}{\cosh ^{p-1}\left(2 c_{u} u\right)}}\left(\mathrm{d} u \otimes \mathrm{~d} u+r^{2} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi\right) \tag{2.69}
\end{equation*}
$$

Scalar fields and potential are resumed by

$$
\begin{gather*}
\mathcal{V}^{I}=-8 M^{4} \operatorname{sech}^{(1-p) / 2}\left(2 c_{u} u\right) \sec ^{p / 2}\left(\frac{n \varphi}{2}\right)\left(c_{u}{ }^{2}-\frac{n^{2}}{16 r^{2}}\right)  \tag{2.70}\\
\phi^{I}= \pm 2 M^{2} \sqrt{a_{\phi}}\left\{u \sqrt{1+b_{\phi}}-\frac{\sqrt{b_{\phi}}}{2 c_{u}} \operatorname{arcsinh}\left[\sqrt{b_{\phi}} \tanh \left(2 c_{u} u\right)\right]\right. \\
\left.-\frac{\sqrt{1+b_{\phi}}}{4 c_{u}} \ln \left[\frac{\sqrt{1+b_{\phi}} \sqrt{1+b_{\phi} \tanh ^{2}\left(2 c_{u} u\right)}+1-b_{\phi} \tanh \left(2 c_{u} u\right)}{\sqrt{1+b_{\phi}} \sqrt{1+b_{\phi} \tanh ^{2}\left(2 c_{u} u\right)}+1+b_{\phi} \tanh \left(2 c_{u} u\right)}\right]\right\}, \tag{2.71}
\end{gather*}
$$

and

$$
\begin{array}{r}
\zeta^{I}= \pm M^{2} \cos \left(\frac{n \varphi}{2}\right) \frac{4 r \sqrt{2 a_{\zeta}} \sqrt{1-b_{\zeta} \tan ^{2}\left(\frac{n \varphi}{2}\right)}}{n \sqrt{1-b_{\zeta}+\left(1+b_{\zeta}\right) \cos (n \varphi)}}\left\{\sqrt{1+b_{\zeta}} \arcsin \left[\sqrt{1+b_{\zeta}} \sin \left(\frac{n \varphi}{2}\right)\right]\right. \\
\left.+\sqrt{-b_{\zeta}} \operatorname{arctanh}\left[\frac{\sqrt{2} \sqrt{-b_{\zeta}} \sin \left(\frac{n \varphi}{2}\right)}{\sqrt{\left(b_{\zeta}+1\right) \cos (n \varphi)-b_{\zeta}+1}}\right]\right\}, \tag{2.72}
\end{array}
$$

where the following constants have been defined,

$$
\begin{gather*}
a_{\phi}=-(1-p) \frac{n^{2}}{16 r^{2}}+(p-4) c_{u}^{2}, b_{\phi}=\frac{(5-2 p) c_{u}^{2}}{a_{\phi}}  \tag{2.73}\\
a_{\zeta}=p c_{u}^{2}+(3+p) \frac{n^{2}}{16 r^{2}} \text { and } b_{\zeta}=-\frac{(3+2 p) n^{2}}{16 r^{2} a_{\zeta}} \tag{2.74}
\end{gather*}
$$

through which the constraints $a_{\phi} \geq 0, b_{\phi} \geq-1, a_{\zeta} \geq 0$ and $b_{\zeta} \leq 0$ are sufficient and necessary conditions for obtaining real scalar fields, $\phi$ and $\zeta$ (cf. Eqs. (2.71) and (2.72)).

Besides the singularities exhibited by the scalar field $\zeta^{I}$, the behavior of the variable $u$ suggests that an infinite amount of energy to achieve model $I$ configuration is required (see appendix A) [1]. The Planck scale for model $I$ is

$$
\begin{equation*}
M_{p l}^{I^{2}}=\frac{M^{4} r \pi}{c_{u}} \frac{\Gamma\left(\frac{p+3}{4}\right)}{\Gamma\left(\frac{p+5}{4}\right)} \frac{\Gamma\left(\frac{p-2}{4}\right)}{\Gamma\left(\frac{p}{4}\right)}, \tag{2.75}
\end{equation*}
$$

and model $I$ presents the structure capable of localizing the gravitational field.
To avoid such a shortcoming, the model $I I$, with $p \leq 4$ and $\operatorname{Re}\left(c_{u}\right)=0$, can be introduced. In this case, the metric can be stated as ( $u_{0}=v_{0}=0$ ),

$$
\begin{equation*}
\boldsymbol{g}^{I I}=\sqrt{\left|\cos \left(\frac{l \theta}{2}\right) \cos \left(\frac{n \varphi}{2}\right)\right|} \eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+\sqrt{\frac{\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p}}{\left|\cos \left(\frac{l \theta}{2}\right)\right|^{p-1}}}\left(\rho^{2} \mathrm{~d} \theta \otimes \mathrm{~d} \theta+r^{2} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi\right) . \tag{2.76}
\end{equation*}
$$

The Planck scale associated with metric Eq. (2.76) will be singular if $p \geq 4$, as can be seen in Sec. 2.2. The scalar fields and potential for such a configuration are as follows,

$$
\begin{gather*}
\mathcal{V}^{I I}=M^{4} \sec ^{(1-p) / 2}\left(\frac{l \theta}{2}\right) \sec ^{p / 2}\left(\frac{n \varphi}{2}\right)\left(\frac{l^{2}}{2 \rho^{2}}+\frac{n^{2}}{2 r^{2}}\right),  \tag{2.77}\\
\phi^{I I}= \pm M^{2} \cos \left(\frac{l \theta}{2}\right) \frac{4 \rho \sqrt{2 a_{\phi}} \sqrt{1-b_{\phi} \tan ^{2}\left(\frac{l \theta}{2}\right)}}{l \sqrt{1-b_{\phi}+\left(1+b_{\phi}\right) \cos (l \theta)}}\left\{\sqrt{1+b_{\phi}} \arcsin \left[\sqrt{1+b_{\phi}} \sin \left(\frac{l \theta}{2}\right)\right]\right. \\
+\sqrt{-b_{\phi}} \operatorname{arctanh}
\end{gather*} \begin{array}{r}
\left.\left[\frac{\sqrt{2} \sqrt{-b_{\phi}} \sin \left(\frac{l \theta}{2}\right)}{\sqrt{\left(b_{\phi}+1\right) \cos (l \theta)-b_{\phi}+1}}\right]\right\}, \tag{2.78}
\end{array}
$$

and

$$
\begin{array}{r}
\zeta^{I I}= \pm M^{2} \cos \left(\frac{n \varphi}{2}\right) \frac{4 r \sqrt{2 a_{\zeta}} \sqrt{1-b_{\zeta} \tan ^{2}\left(\frac{n \varphi}{2}\right)}}{n \sqrt{1-b_{\zeta}+\left(1+b_{\zeta}\right) \cos (n \varphi)}}\left\{\sqrt{1+b_{\zeta}} \arcsin \left[\sqrt{1+b_{\zeta}} \sin \left(\frac{n \varphi}{2}\right)\right]\right. \\
\left.+\sqrt{-b_{\zeta}} \operatorname{arctanh}\left[\frac{\sqrt{2} \sqrt{-b_{\zeta}} \sin \left(\frac{n \varphi}{2}\right)}{\sqrt{\left(b_{\zeta}+1\right) \cos (n \varphi)-b_{\zeta}+1}}\right]\right\}, \tag{2.79}
\end{array}
$$

where one identifies the following constants,

$$
\begin{align*}
a_{\phi} & =-(1-p) \frac{n^{2}}{16 r^{2}}-(p-4) \frac{l^{2}}{16 \rho^{2}}, b_{\phi}=-\frac{(5-2 p) l^{2}}{16 \rho^{2} a_{\phi}}  \tag{2.80}\\
a_{\zeta} & =-p \frac{l^{2}}{16 \rho^{2}}+(3+p) \frac{n^{2}}{16 r^{2}} \text { and } b_{\zeta}=-\frac{(3+2 p) n^{2}}{16 r^{2} a_{\zeta}} \tag{2.81}
\end{align*}
$$

In this case, $a_{\phi} \geq 0, b_{\phi} \leq 0, a_{\zeta} \geq 0$ and $b_{\zeta} \leq 0$ are the sufficient and necessary conditions for assuring real scalar fields. The Planck scale for model $I I$ is

$$
\begin{equation*}
M_{p l}^{I I^{2}}=4 M^{4} \rho r \pi \frac{\Gamma\left(\frac{3+p}{4}\right)}{\Gamma\left(\frac{5+p}{4}\right)} \frac{\Gamma\left(\frac{4-p}{4}\right)}{\Gamma\left(\frac{6-p}{4}\right)} \tag{2.82}
\end{equation*}
$$

and model $I I$ presents the structure capable of localizing the gravitational field.
The scalar fields exhibit several singularities, depending on the values for $n$ and $l$. These singularities explains the number of cusps in the warp factor. In order to realize physically consistent solutions, the required energy to achieve their internal structure must be finite [1]. Even though model $I I$ exhibits several singularities as depicted by the scalar fields, the total energy necessary to accomplish model $I I$ is finite (see appendix A). This is an evinced advantage with respect to the model $I$ [1]. Although model $I I$ has finite total energy, one may still argue against its physical significance, due to its recurrent singularities, a shortcoming that must be considered in the following model issues [1].

### 2.4.1.2 The $p=0$ (or $p=1$ ) Case (Model $I I I$ )

The third option of analytical models with flat branes, with two scalar fields and $p=0$, starts from setting $\hat{f}=0$ and $\tilde{h}=\tilde{A}$, which leads to the subsequent metric,

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \hat{A}} e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+e^{-2 \hat{h}} e^{-2 \tilde{A}} \mathrm{~d} v \otimes \mathrm{~d} v \tag{2.83}
\end{equation*}
$$

Again, from Eqs. (2.58)-(2.60), after separation of variables and some straightforward manipulations, one finds the following system of equations,

$$
\begin{gather*}
\frac{\mathcal{V}}{8 M^{4}}=e^{2 \tilde{f}}\left(-5 \tilde{A}_{, u}^{2}+\tilde{f}_{, u} \tilde{A}_{, u}+\tilde{A}_{, u u}\right)+C e^{2 \tilde{A}},  \tag{2.84}\\
\frac{\phi_{, u}^{2}}{4 M^{4}}=4 \tilde{f}_{, u} \tilde{A}_{, u}+4 \tilde{A}_{, u u}-C e^{2 \tilde{A}} e^{-2 \tilde{f}} \tag{2.85}
\end{gather*}
$$

$$
\begin{equation*}
C=-e^{2 \hat{h}}\left(4 \hat{A}_{, v}{ }^{2}-\hat{A}_{, v} \hat{h}_{, v}-\hat{A}_{, v v}\right) \tag{2.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\zeta_{, v}^{2}}{4 M^{4}}=3 \hat{h}_{, v} \hat{A}_{, v}+3 \hat{A}_{, v v} \tag{2.87}
\end{equation*}
$$

where $C \in \mathbb{R}$ is some separation constant. Here one can interpret Eqs. (2.84) and (2.85) as defining the potential and the scalar field $\phi$, respectively, and one can actually solve Eqs. (2.86) and (2.87). By choosing $\hat{h}=0$ straightforwardly implies into the solution

$$
\begin{equation*}
\hat{A}^{I I I}=\hat{A}_{0}-\frac{1}{4} \ln \left|\cos \left[2 \sqrt{C}\left(v+v_{0}\right)\right]\right| \tag{2.88}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta^{I I I}= \pm 2 \sqrt{3} M^{2} \operatorname{arctanh}\left\{\sin \left[2 \sqrt{C}\left(v+v_{0}\right)\right]\right\} \tag{2.89}
\end{equation*}
$$

which, from now on, shall be called model $I I I$ and for which, without loss of generality, one can set $\hat{A}_{0}=0$ and $v_{0}=0[1]$.

Given the periodicity of $\hat{A}^{I I I}$, one departs from the choice of $v=r \varphi$, where $\varphi \in \mathbb{S}^{1}$ and $r$ is the radius of $\mathbb{S}^{1}$. Since the metric must be continuous in $\mathbb{S}^{1}$ one must have that $e^{-2 \hat{A}}$ must also be continuous in $\mathbb{S}^{1}$, which means that

$$
|\cos (2 \sqrt{C} r 2 \pi)|=|\cos (0)|=1 \Longrightarrow C=\frac{n^{2}}{16 r^{2}}, n \in \mathbb{N}
$$

Therefore one may write the metric, with $\hat{A}_{0}=0$ and $v_{0}=0$, as

$$
\begin{equation*}
\boldsymbol{g}^{I I I}=\sqrt{\left|\cos \left(\frac{n \varphi}{2}\right)\right|} e^{-2 \tilde{A}} \eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+r^{2} e^{-2 \tilde{A}} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi \tag{2.90}
\end{equation*}
$$

which expresses a setup with a Minkowski brane $(\Lambda=0)$ with two scalar fields [1]. Both the scalar field $\zeta^{I I I}$ and warp factor $\hat{A}^{I I I}$ are, up to some constant, equivalent in form to those ones from model $I$, as depicted in Figs. 31a and 32b. Considering the possible values of $n$, only $n=1$ configuration does not require the modulus in $\sqrt{|\cos (n \varphi / 2)|}$, since $\cos (\varphi / 2)$ is strictly positive in this region [1]. The Planck scale for model III is

$$
\begin{equation*}
M_{p l}^{I I I^{2}}=2 \sqrt{\pi} M^{4} r \frac{\Gamma\left(\frac{3}{4}\right)}{\Gamma\left(\frac{5}{4}\right)} \int \mathrm{d} u e^{-\tilde{f}} e^{-3 \tilde{A}} \tag{2.91}
\end{equation*}
$$

and model III presents the structure capable of localizing the gravitational field.
In this case, one may be tempted to interpret each of the cusps of the warp factor as forming different branes [1]. However, since the unique localizing parameter in this model is the radius $r$ of $\mathbb{S}^{1}$, it is better to interpret such a configuration as a single brane with some internal structure as the same is true for models $I$ and $I I[1]$.

In this case, before evaluating metric $\boldsymbol{g}^{I I I}$, scalar field $\phi$ and potential configurations, one should turn the attention to the associated stress energy tensor [1]. For $p=0$ models, from Eqs. (2.84) and (2.85), the total stress energy tensor can be separated as follows,

$$
\begin{gather*}
T_{M N}=T_{M N}^{\zeta}+T_{M N}^{\phi},  \tag{2.92}\\
T_{M N}^{\zeta}=\zeta_{, M} \zeta_{, N}-g_{M N} \frac{\zeta^{K} \zeta_{, K}}{2}, \tag{2.93}
\end{gather*}
$$

and

$$
\begin{equation*}
T_{M N}^{\phi}=\phi_{, M} \phi_{, N}-g_{M N}\left(\frac{\phi^{K} \phi_{, K}}{2}+\mathcal{V}\right) \tag{2.94}
\end{equation*}
$$

which allows one to focus on the stress energy tensor driven by the scalar field $\zeta$ (2.93),

$$
\begin{equation*}
T_{\mu \nu}^{\zeta^{I I I}}=-\frac{3 M^{4} n^{2} \eta_{\mu \nu}}{2 r^{2}}\left|\sec \left(\frac{n \varphi}{2}\right)\right|^{3 / 2} \tag{2.95}
\end{equation*}
$$

which is depicted Fig. 2. Of course, Fig. 2 evinces that the $T_{\mu \nu}^{\zeta^{I I I}}$ singularities shall support a
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Figure 2 - Stress energy tensor $T_{\mu \nu}^{\zeta^{I I I *}}=-r^{2} T_{\mu \nu}^{\zeta^{I I I}} / 3 M^{4} n^{2} \eta_{\mu \nu}$ as a function of $\varphi$, for $n=1$ (black line), $n=2$ (black dashed line), $n=3$ (red line) and $n=4$ (red dashed line).
number of cusps in the warp factor. From the perspective of the bulk, the energy necessary to achieve such a configuration can be computed in terms of

$$
E_{\mu \nu}^{\zeta^{I I I}}=\int_{\mathbb{E}^{6}} T_{\mu \nu}^{\zeta^{I I I}} \sqrt{-\mathrm{g}} \mathrm{~d}^{6} x \propto \int_{-\pi}^{\pi}\left|\sec \left(\frac{n \varphi}{2}\right)\right|^{1 / 2} \mathrm{~d} \varphi
$$

where the last integral converges for all values of $n[1]$. Therefore, the energy of these models, as far as $\zeta$ is concerned, is finite. Although the energy needed for this configuration is finite, one may still argue against the physical significance of this model, due to the number of singularities in the stress energy tensor [1].

To complete the model one now only lacks the dependence of the warp factor to the $u$ coordinate related to $\tilde{A}$, to the scalar field $\phi$, as well as to the potential $\mathcal{V}$ [1]. For model III these fields must satisfy Eqs. (2.84) and (2.85). Notice here that while $\mathcal{V}, \phi$ and $\tilde{A}$ are still undetermined, $\tilde{f}$ is a mere choice of coordinates. Therefore one has complete freedom for choosing one of such fields, as long as further analytical integration is allowed for the other two fields. This means that a multitude of solutions can be find as to fit such a building procedure. As will be presented later a similar set of equations for $\tilde{A}, \phi$ and $\mathcal{V}$ will be found for different solutions of $\hat{A}$ and $\zeta$, this is to be expected since the equations are separated in the variables $u$ and $v$. Later a couple of examples will be proposed, all of which start by assuming $\tilde{A}$. This is simply to achieve an intended geometry for $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$, which shall lead to a common solution set for $\tilde{A}, \phi$ and $\mathcal{V}$ for all the models with $p=0[1]$.

To resume, model III also contains a trivial extension of well known models of $(4+1)$-dimensional braneworlds. Looking at Eqs. (2.84) and (2.85), one should notice that, for $\tilde{f}=n=0$ (which is nothing but a choice of coordinates and $C=0$ ), exactly the same equations, up to some constants, are obtained from such a five-dimensional case $[15,16,17,18,19,20,21,22,23,24,25,26,27,28]$. These models contain, which is nothing surprising, trivial extensions of the five-dimensional braneworld models so deeply considered in the previously quoted works. One may call it trivial because the metric takes the form,

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \tilde{A}}\left(\eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi\right)+\mathrm{d} u \otimes \mathrm{~d} u \tag{2.96}
\end{equation*}
$$

which is nothing but the same metric of five-dimensional setup with an additional codimensional compactified structure as $\mathbb{S}^{1}$, and with the defect generated by the scalar field $\phi$ and potential $\mathcal{V}(\zeta=0)[1]$.

### 2.4.2 The Bent Brane Case ( $p=0, \Lambda \neq 0$ )

Considering the bent brane case, Eqs. (2.58)-(2.60) with $\Lambda \neq 0$ and $p=0$, no preliminary assumption about the curvature of $\mathbb{M}^{4}$ (i.e. about $\Lambda \neq 0$ ) is required [1]. Departing from the metric Eq. (2.83), and after some straightforward manipulations involving Eqs. (2.58)-(2.60) (for $p=0$ ), they can be cast in the form of

$$
\begin{equation*}
C=\Lambda e^{2 \hat{A}}-e^{2 \hat{h}}\left(4 \hat{A}_{, v}^{2}-\hat{A}_{, v} \hat{h}_{, v}-\hat{A}_{, v v}\right) \tag{2.97}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\zeta_{, v}^{2}}{4 M^{4}}=3 \hat{h}_{, v} \hat{A}_{, v}+3 \hat{A}_{, v v}-\Lambda e^{2 \hat{A}} e^{-2 \hat{h}} \tag{2.98}
\end{equation*}
$$

where $C \in \mathbb{R}$ is the separation constant. Again, the expressions defining the potential $\mathcal{V}$ and the scalar field $\phi$ are given by Eqs. (2.84) and (2.85), which correspond to the flat brane model with $p=0$. To solve Eq. (2.97), one can set: $i$ ) either $\left.\zeta_{, v}=0(\zeta=0) ; i i\right)$ or $C=0$, but $\zeta_{, v} \neq 0[1]$.

It means that only when two scalar fields are present and the brane is not flat that some additional supposition $(C=0)$ about the solution must be made, in all other cases one can generally solve these equations [1]. The last possible construction, i.e. $C \neq 0$ and $\zeta_{v} \neq 0$, leads to a highly enhanced equation that is not of straightforward analytical solution. Regardless, an implicit method can be applied to generally solve the equations, but the solutions will not be of straightforward interpretation.

In particular, the first case, with $\zeta=0$, is the most interesting one [1]. It corresponds to a model with a single scalar field which drives a smooth behavior with no singularities in the stress energy tensor, which are ingrained in the other configurations (I,II and III) [1].

### 2.4.2.1 The Single Scalar Field Case (Model IV)

Starting from the constraint imposed by $\zeta=0$, model $I V$ is resumed by the behavior of a single scalar field [1]. To solve Eqs. (2.97) and (2.98) one can set $\hat{h}=0$ in order to obtain some simplifications. Thus, combining Eqs. (2.97) and (2.98), one can write

$$
\begin{equation*}
\frac{\Lambda}{3} e^{2 \hat{A}}-\hat{A}_{v}{ }^{2}=\frac{C}{4} \Longleftrightarrow \int \frac{\mathrm{~d} \hat{A}}{\sqrt{\frac{\Lambda}{3} e^{2 \hat{A}}-\frac{C}{4}}}= \pm\left(v+v_{0}\right) \tag{2.99}
\end{equation*}
$$

which exhibits three different solution which depends on the values of $\Lambda$ and $C$, i.e.

$$
\begin{gather*}
\hat{A}=\ln \left(\frac{\sqrt{3}}{\sqrt{\Lambda}\left|v+v_{0}\right|}\right), \text { if } C=0 \text { and } \Lambda>0,  \tag{2.100}\\
\hat{A}=-\ln \left\{2 \sqrt{\frac{|\Lambda|}{3|C|}} \cosh \left[\frac{\sqrt{|C|}}{2}\left(v+v_{0}\right)\right]\right\}, \text { if } C, \Lambda<0, \tag{2.101}
\end{gather*}
$$

and

$$
\begin{equation*}
\hat{A}^{I V}=-\ln \left\{2 \sqrt{\frac{\Lambda}{3 C}}\left|\cos \left[\frac{\sqrt{C}}{2}\left(v+v_{0}\right)\right]\right|\right\}, \text { if } C, \Lambda>0 \tag{2.102}
\end{equation*}
$$

which are all consistent with Eqs. (2.97) and (2.98) [1].
Clearly, the solutions from (2.100) and (2.101) do not depict RS-like features: gravity is not localized along the corresponding extra dimension, unless one could force $v$ to be periodic [1]. Nevertheless, the warp factors (2.100) and (2.101) are not periodic and no thin brane can supply the required boundary conditions. Gravity can be localized only by setting $C=\Lambda=0$, which leads to constraining $\hat{A}(v)=\hat{A}_{0}\left(\hat{A}_{0} \in \mathbb{R}\right)$, and by supposing
$v=r \varphi$, with $\varphi \in \mathbb{S}^{1}$. In this case, one has the same trivial case from Eq. (2.96), which corresponds to a trivial extension of five-dimensional braneworlds [1].

On the other hand, looking at solution (2.102), which is periodic, i.e. with $v=r \varphi$, where $\varphi \in \mathbb{S}^{1}$, one does find more appealing localization features, which emerge from its compact characteristic [1]. Since one expects the metric to be continuous, then the warp factor $e^{-2 \hat{A}}$ shall also be periodic and continuous in $\mathbb{S}^{1}$, i.e. (for $v_{0}=0$ ),

$$
\begin{equation*}
\cos ^{2}\left(\frac{\sqrt{C}}{2} r 2 \pi\right)=\cos ^{2}(0)=1 \Longrightarrow C=\frac{n^{2}}{r^{2}}, n \in \mathbb{N}^{+} \tag{2.103}
\end{equation*}
$$

where one should notice that $n \neq 0$, since the warp factor is ill defined for $n=0[1]$.
Since the peculiarities related to the solutions from Eqs. (2.100) and (2.101) have already been discussed, one should pay more attention to the solution from Eq. (2.102) [1].

In this case, the related metric, with $v_{0}=0$, is written as

$$
\begin{equation*}
\boldsymbol{g}^{I V}=\frac{4 r^{2} \Lambda}{3 n^{2}} \cos ^{2}\left(\frac{n \varphi}{2}\right) e^{-2 \tilde{A}} \omega_{\mu \nu}^{+} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+r^{2} e^{-2 \tilde{A}} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi \tag{2.104}
\end{equation*}
$$

which corresponds to the most appealing solutions once some physical conditions are imposed [1]. In particular, it only works either for a de Sitter brane $(\Lambda>0)$ or, at least, for a space with positive constant curvature. Clearly, since no scalar field $\zeta$ is effective, the energy to achieve such a configuration is finite. Fig. 3 depicts the form of the warp factor $e^{-2 \hat{A}^{I V}}$, which explains why this model should be more relevant then models $I, I I$ and $I I I$ : there are no cusps in the warp factor. This corresponds to a straightforward consequence of no singularities in the stress energy tensor [1]. The Planck scale for model $I V$ is

$$
\begin{equation*}
M_{p l}^{I V^{2}}=M^{4} \frac{4 r^{3} \Lambda}{3 n^{2}} \pi \int \mathrm{~d} u e^{-\tilde{f}} e^{-3 \tilde{A}} \tag{2.105}
\end{equation*}
$$

and model $I V$ presents the structure capable of localizing the gravitational field.
Even with singularities eliminated from the stress energy tensor, this model still exhibits curvature singularities. Whenever $\cos ^{2}(n \varphi / 2)=0$ the warp factor is null and the metric would have vanishing components. This could be an effect of a badly defined choice of coordinates, and represent some form of horizon [1]. In this context, the Kretschmann scalar for model IV reads,

$$
\begin{align*}
& K=R^{M N P Q} R_{M N P Q}  \tag{2.106}\\
& =e^{4 \tilde{A}\left\{\frac{3 n^{2}}{r^{2}} \sec ^{2}\left(\frac{n \varphi}{2}\right)\left[\frac{n^{2}}{r^{2}} \tan ^{2}\left(\frac{n \varphi}{2}\right)+4 \tilde{A}_{, u}^{2}\right]+\frac{5 n^{4}}{2 r^{4}}\right.} \begin{aligned}
& \left.+e^{-4 \tilde{A}} \mathfrak{K}(u)+16 \tilde{A}_{, u u}{ }^{2}+40 \tilde{A}_{, u}{ }^{4}-\tilde{A}_{, u}{ }^{2}\right\},
\end{aligned}
\end{align*}
$$

which results into curvature singularities, since this scalar invariant is singular whenever $\cos ^{2}(n \varphi / 2)=0[1]$.

Another interesting property of model $I V$ is the constant $4 \Lambda / 3 C$ that multiplies the warp factor. This constant can not be removed from the warp factor, otherwise it will not be a solution of Eqs. (2.97) and (2.98). Yet if one increases the value of $C$, the warp factor becomes not only more localized, but also exhibits a decreasing amplitude [1]. In fact, one could expect the maximum value of the warp factor to be one, thus one could impose $4 \Lambda / 3 C=1$. For $\Lambda$ assuming tiny values, one should have tiny values for $C$. Therefore, the warp factor would not be exceptionally localized. Here, no concerns to such relation between $C$ and $\Lambda$ will be made, then $C$ will be regarded as a completely independent value [1].


Figure 3 - Warp factor $e^{-2 \hat{A}^{I V}}$ of model $I V$ as a function of $\varphi$, for $n=1$ (black line), $n=2$ (black dashed line), $n=3$ (red line) and $n=4$ (red dashed line).

One again only lacks the dependence of the warp factor on the $u$ coordinate related to $\tilde{A}$, to the scalar field $\phi$, as well as to the potential $\mathcal{V}$. In this case, the involved fields must satisfy Eqs. (2.84) and (2.85), with $C=n^{2} / r^{2}$ for model $I V$. Therefore, the dependence of these quantities on $u$ is equivalent to that obtained for the flat brane model III, with metric (2.76), and with the distinction being only due to the value of $C$ : for model $I I I$, the constant $C=n^{2} / 16 r^{2}, n \in \mathbb{N}$, while for model $I V$, the constant $C=n^{2} / r^{2}, n \in \mathbb{N}^{+}$. Eqs. (2.84) and (2.85) will be solved in a redundant way, for models $I I I, I V$ and $V$ in section 2.4.3.

### 2.4.2.2 The $\mathrm{C}=0$ Case (Model $V$ )

So far one has built models over a flat and de Sitter branes, the whole spectrum of possible values of $\Lambda$ can be filled by anti-de Sitter brane solutions [1].

To realize analytical solutions of Eq. (2.97) when two scalar fields are present and the brane is bent, i.e. the space-time curvature of $\mathbb{M}^{4}$ is non null, one must constrain $C$ to 0 . Other values of $C$ do not allow strict analytical calculations [1]. A simplified scenario is accomplished by setting $\hat{h}=\hat{A}$ so as to reduce Eqs. (2.97) and (2.98) for the warp factor $\hat{A}$ and $\zeta$, respectively, to the now called model $V$, for which

$$
\begin{equation*}
\hat{A}^{V}=\hat{A}_{0}-\frac{1}{3} \ln \left|\cos \left[\sqrt{3|\Lambda|}\left(v+v_{0}\right)\right]\right| \tag{2.108}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta^{V}= \pm \frac{4 M^{2}}{\sqrt{3}} \operatorname{arctanh}\left\{\sin \left[\sqrt{3|\Lambda|}\left(v+v_{0}\right)\right]\right\} \tag{2.109}
\end{equation*}
$$

with $\Lambda<0$. The solution $\hat{A}$ for positive values of $\Lambda$ does not exhibit RS-like features [1]. Due to the periodicity of $\hat{A}^{V}$, one is able to choose $v=r \varphi$, where $\varphi \in \mathbb{S}^{1}$. Since the metric must be continuous, one must also have $e^{-2 \hat{A}}$ continuous in $\mathbb{S}^{1}$, therefore

$$
\begin{equation*}
[\cos (\sqrt{3|\Lambda|} r 2 \pi)]^{2 / 3}=1 \Longrightarrow r=\frac{n}{2 \sqrt{3|\Lambda|}}, n \in \mathbb{N}^{+} \tag{2.110}
\end{equation*}
$$

where simplified expressions are yielded from choosing $\hat{A}_{0}=0$ and $v_{0}=0$. For such a completely contrasting result, obviously there is no relation between $C$ and the radius $r$ of $\mathbb{S}^{1}$, as well as $\Lambda$ is a free parameter. In fact, the radius $r$ of $\mathbb{S}^{1}$ is constrained by the value of the cosmological constant $\Lambda$ one chooses for the space-time $\mathbb{M}^{4}$, and the metric is written as

$$
\begin{equation*}
\boldsymbol{g}^{V}=\cos ^{2 / 3}\left(\frac{n \varphi}{2}\right) e^{-2 \tilde{A}} \omega_{\mu \nu}^{-} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+r^{2} \cos ^{2 / 3}\left(\frac{n \varphi}{2}\right) e^{-2 \tilde{A}} \mathrm{~d} \varphi \otimes \mathrm{~d} \varphi \tag{2.111}
\end{equation*}
$$

which expresses a compactified setup for an anti-de Sitter brane $(\Lambda<0)$ scenario at $\mathbb{M}^{4}$, with constant negative curvature and two scalar fields. In Fig. 4a the form of the warp factor is exhibited for different values of $n$. The form of the scalar field is exactly the same as the one depicted in Fig. 32b [1]. But the scalar field now depends on the $\varphi$ coordinate, which is different from that one considered in model $I$. The Planck scale for model $V$ is

$$
\begin{equation*}
M_{p l}^{V^{2}}=4 r M^{4} \int \mathrm{~d} u e^{-\tilde{f}} e^{-3 \tilde{A}} \tag{2.112}
\end{equation*}
$$

and model $V$ presents the structure capable of localizing the gravitational field.
Fig. (4b) depicts the stress energy tensor, $T^{\zeta}{ }_{\mu \nu}$, for the scalar field $\zeta$,

$$
\begin{equation*}
T_{\mu \nu}^{\zeta^{V}}=-\frac{4 M^{4} n^{2} \omega_{\mu \nu}^{-}}{3 r^{2}} \sec ^{2}\left(\frac{n \varphi}{2}\right) \tag{2.113}
\end{equation*}
$$



Figure 4 - (a) The warp factor $e^{-2 \hat{A}^{V}}$ of model $V_{0}$ as a function of $\varphi$. (b) The stress energy tensor $T_{\mu \nu}^{\zeta^{*}}=-T_{\mu \nu}^{\zeta} 3 r^{2} / 4 M^{4} n^{2} \omega_{\mu \nu}^{-}$of model $V$ as a function of $\varphi$. The plots are for $n=1$ (solid black line), $n=2$ (black dashed line), $n=3$ (solid red line) and $n=4$ (red dashed line).
which evidently exhibit singularities correlated to the number of cusps exhibited by the warp factor. Again, from the perspective of the bulk, one has the finite formation energy given by

$$
\begin{equation*}
E_{\mu \nu}^{\zeta^{V}}=\int_{\mathbb{E}^{6}} T_{\mu \nu}^{\zeta^{V}} \sqrt{-\mathrm{g}} \mathrm{~d}^{6} x \propto \int_{-\pi}^{\pi} \sec ^{1 / 3}\left(\frac{n \varphi}{2}\right) \mathrm{d} \varphi \tag{2.114}
\end{equation*}
$$

To complete the model, one notices that the fields must satisfy Eqs. (2.84) and (2.85) with $C=0$, such that

$$
\begin{equation*}
\frac{\mathcal{V}}{8 M^{4}}=e^{2 \tilde{f}}\left(-5 \tilde{A}_{, u}^{2}+\tilde{f}_{, u} \tilde{A}_{, u}+\tilde{A}_{, u u}\right) \tag{2.115}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\phi_{, u}^{2}}{4 M^{4}}=4 \tilde{f}_{, u} \tilde{A}_{, u}+4 \tilde{A}_{, u u} \tag{2.116}
\end{equation*}
$$

By choosing coordinates such that $\tilde{f}=0$, one recovers the same equations, up to some constants, as in the five-dimensional thick braneworlds with a single scalar field. It means that, one more time one has a non-trivial extension of the usual five-dimensional braneworld models, which can be ratified by setting $\tilde{f}=n=0$ into Eqs. (2.111), (2.108) and (2.109) [1].

### 2.4.2.3 The General Bent Brane (Model VI)

Eqs. (2.97) and (2.98) can be generally solved by proposing an implicit method; we assume coordinates such that $\hat{A}$ is a linear function and solve Eqs. (2.97) and (2.98) for $\hat{h}$, instead of $\hat{A}$. This assumption can be understood by the metric

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \hat{A}} e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \tilde{A}} e^{-2 \hat{h}} \mathrm{~d} \hat{\boldsymbol{A}}^{2}+e^{-2 \tilde{f}} \mathrm{~d} u^{2} \tag{2.117}
\end{equation*}
$$

where coordinates have been chosen such that the coordinate $v$, in metric (2.57), coincides with $\hat{A}$. Eqs. (2.97) and (2.98) can then be written as

$$
\begin{equation*}
C=\Lambda e^{2 \hat{A}}-4 e^{2 \hat{h}}+e^{2 \hat{h}} \hat{h}_{, \hat{A}}, \tag{2.118}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\zeta_{, \hat{A}^{2}}}{4 M^{4}}=3 \hat{h}_{, \hat{A}}-\Lambda e^{2 \hat{A}} e^{-2 \hat{h}} \tag{2.119}
\end{equation*}
$$

Eq. (2.118) is integrable and has the solution

$$
\begin{equation*}
\hat{h}=\frac{1}{2} \ln \left[C b e^{8 \hat{A}}+\frac{\Lambda e^{2 \hat{A}}}{3}-\frac{C}{4}\right] \tag{2.120}
\end{equation*}
$$

Therefore, the metric of space-time takes the implicit form

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \hat{A}} e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \tilde{A}} \frac{\mathrm{~d} \hat{A}^{2}}{C b e^{8 \hat{A}}+\frac{\Lambda e^{2 \tilde{A}}}{3}-\frac{C}{4}}+e^{-2 \tilde{f}} \mathrm{~d} u^{2} \tag{2.121}
\end{equation*}
$$

which is the analytical solution of Eqs. (2.97) and (2.98), but it is given in an implicit form, since the components of the metric are functions of the warp factor. On the other hand, the scalar field is a solution of

$$
\begin{equation*}
\frac{\zeta_{, \hat{A}^{2}}^{4}}{4 M^{4}}=\frac{12 b e^{8 \hat{A}}}{b e^{8 \hat{A}}+\frac{\Lambda e^{2} \hat{A}}{3 C}-\frac{1}{4}}, \tag{2.122}
\end{equation*}
$$

which is real valued as long as $b \geq 0$.
It is still possible to evaluate the localization features of metric (2.121), but, ideally, it would be interesting to find the solution for coordinates such that ${ }^{5} \hat{h}=0$, i.e. are flat with relation to $v$.

In flat coordinates $v$, the warp factor $\hat{A}$ is a solution of the equation

$$
\begin{equation*}
\frac{\mathrm{d} \hat{A}^{2}}{C b e^{8 \hat{A}}+\frac{\Lambda e^{2 \hat{A}}}{3}-\frac{C}{4}}=\mathrm{d} v^{2} \Longleftrightarrow \hat{A}_{, v}= \pm \sqrt{C b e^{8 \hat{A}}+\frac{\Lambda e^{2 \hat{A}}}{3}-\frac{C}{4}} \tag{2.123}
\end{equation*}
$$

Thus the implicit method has reduced Eq. (2.97), which is a second order non-linear differential equation, to Eq. (2.123), which is a first order non-linear equation. Although some simplification was achieved, Eq. (2.123) is still not integrable, unless $b=0$, which simply leads to model $I V^{6}$. Even if one is not able to solve Eq. (2.123) one can now evaluate the localization properties of this space-time, which was not possible with only Eq. (2.97).

The solutions of Eq. (2.123) can present RS features if and only if they present a finite effective volume. This is generally achieved if the warp factor asymptotes to zero and
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Figure 5 - The Planck scale, $\sqrt[4]{C} M_{\mathrm{pl}}^{\mathrm{VI}} / M^{2} \sqrt{\int e^{-3 \tilde{A}} e^{-\tilde{f}} d u}$, as a function of the cosmological constant, $\Lambda / C$.
presents a global maximum. If the global maximum is located at $v=0$, then a necessary condition for RS features is

$$
\begin{equation*}
\left.\hat{A}_{, v}\right|_{v=0}=0 \text { and }\left.\hat{A}\right|_{v=0}=0 \Longleftrightarrow b=\frac{1}{4}-\frac{\Lambda}{3 C} \geq 0 \tag{2.124}
\end{equation*}
$$

which is a necessary condition for localizing gravity and other fields. The Planck scale for model $V I$ is

$$
\begin{equation*}
M_{p l}^{V I^{2}}=M^{4} \int_{0}^{\infty} \frac{e^{-2 \hat{A}} \mathrm{~d} \hat{A}}{\sqrt{\left(\frac{C}{4}-\frac{\Lambda}{3}\right) e^{8 \hat{A}}+\frac{\Lambda}{3} e^{2 \hat{A}}-\frac{C}{4}}} \int \mathrm{~d} u e^{-\tilde{f}} e^{-3 \tilde{A}} \tag{2.125}
\end{equation*}
$$

The profile of $M_{p l}^{V I^{2}}$ is described as a function of $\Lambda$ in Fig. 5, from which one can conclude that model $V I$ presents the structure capable of localizing the gravitational field.

The equation for the scalar field $\zeta$ can also be evaluated in this flat coordinate system,

$$
\begin{equation*}
\zeta_{, v}= \pm 2 M^{2} \sqrt{12 C b} e^{4 \hat{A}} \tag{2.126}
\end{equation*}
$$

which is likely singular at the boundary, since $e^{\hat{A}}$ diverges at $v \rightarrow \infty$. This singular behavior is clearly avoidable if $b=0$, but the model reduces to model $I V$. Even if the scalar field is divergent, the resulting energy density is well behaved for the entire configuration.

To realize that the effective volume of metric (2.121) is finite, and, therefore, presents RS features, it is simpler to assume a system of coordinates such that

$$
\begin{equation*}
\hat{A}=\ln [\cosh (y)], \tag{2.127}
\end{equation*}
$$

which implies in the metric

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 \tilde{A}}\left[\operatorname{sech}^{2}(y) \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\frac{\tanh ^{2}(y) \mathrm{d} y^{2}}{\frac{C}{4}\left[\cosh ^{8}(y)-1\right]+\frac{\Lambda}{3} \cosh ^{2}(y)\left[1-\cosh ^{6}(y)\right]}\right]+e^{-2 \tilde{f}} \mathrm{~d} u^{2} \tag{2.128}
\end{equation*}
$$

It is straightforward to notice that metric (2.128) is well behaved at the center of the configuration and presents a finite effective volume. Yet the curvature will most likely be singular at the boundary, this will not be explored further. On the other hand, the scalar field is then a solution of

$$
\begin{equation*}
\frac{\zeta_{, y}{ }^{2}}{4 M^{4}}=\frac{12 b \tanh ^{2}(y)}{b+\frac{\Lambda \operatorname{sech}^{6}(y)}{3 C}-\frac{\operatorname{sech}^{8}(y)}{4}} . \tag{2.129}
\end{equation*}
$$

Eq. (2.129) is clearly not easy to integrate, but one can find its asymptotic behavior,

$$
\begin{equation*}
\frac{\zeta_{, y}}{2 M^{2}} \rightarrow \pm \sqrt{12} \tanh (y) \Longrightarrow \zeta \rightarrow \pm 2 \sqrt{12} M^{2} \log [\cosh (y)] \tag{2.130}
\end{equation*}
$$

which necessarily diverges at $y \rightarrow \infty$, therefore singularities at the boundary for the scalar fields are unavoidable in this model. But, as mentioned before, the energy density will be well behaved at the entirety of the configuration.

### 2.4.3 Setups From Predetermined Internal Spaces

In the previous sections, a first subset of models $I$ and $I I$ for intersecting thick branes was obtained and discussed in terms of the model degenerate dependence on a single co-dimensional coordinate $v \leftrightarrow u$. A second subset, for models $I I I, I V, V$ and $V I$, which include a split dependence between $v$ and $u$ and admit some additional freedom in the choice of the field parameters $\tilde{A}, \phi$, and $\mathcal{V}$, has also been evaluated [1]. In this section, the hypothesis of constraining such additional degree of freedom by imposing a geometry for $\left(\mathbb{B}^{2}, \sigma\right)$ shall be considered [1].

As previously argued, Eqs. (2.84) and (2.85) form a common set of equations for all the $p=0$ models. These two equations involve three field parameters $\tilde{A}, \phi$, and $\mathcal{V}$. Due to the remnant degree of freedom, Eqs. (2.84) and (2.85) can be recast in to a first order configuration (see [81]) to be solved [1]. Given that $p=0$, one finds that the metric of the internal space $\mathbb{B}^{2}$ takes the form of

$$
\begin{equation*}
\boldsymbol{\sigma}=e^{-2 \tilde{f}} \mathrm{~d} u \otimes \mathrm{~d} u+e^{-2 \tilde{A}} e^{-2 \hat{h}} \mathrm{~d} v \otimes \mathrm{~d} v \tag{2.131}
\end{equation*}
$$

Thus the choice of $\tilde{A}$ and $\tilde{f}$ fixes the geometry of $\mathbb{B}^{2}$, since $\hat{h}$ is nothing but a choice of coordinates which has been previously specified for each model. That makes choosing the field $\tilde{A}$ a better option than fixing either $\phi$ or $\mathcal{V}$, in manner that one can achieve an intended geometry [1]. For this reason, these spaces have a predetermined geometry, since one does not determine it from the field equations, but chooses $\tilde{A}$ and $\tilde{f}$ such that an
expected geometry is achieved. As long as one is able to cast the metric of the internal space as (2.131), the geometrical interpretation that follows is straightforward [1]. The tricky thing here is finding a combination of $\tilde{A}$ and $\tilde{f}$ that allows for the integration at Eq. (2.85). In the following subsections, solutions to these equations will be provided by a choice of the metric of the internal space $\mathbb{B}^{2}$ that allows for the respective analytical integration of Eq. (2.85).

In particular, when $\hat{h}=0$ and the coordinate $v$ is compactified as $\mathbb{S}^{1}$ (models III and $I V$ ) one is able to cast the metric (2.131) in a particular fashion so that the internal space could be a sphere or spheroid (subsecs. 2.4.6 and 2.4.7). Since models III and IV have the same common geometry and topology for the internal space, the solutions that follow are common to both of them [1]. Model $V$ can also share these specific solutions for $\tilde{A}, \phi$ and $\mathcal{V}$, but the applied geometrical interpretation shall not be valid in the latter cases [1].

### 2.4.4 Solving Eqs. (2.84) and (2.85)

When one chooses coordinates such that $\tilde{f}=0$, Eqs. (2.84) and (2.85) are similar in structure to the equations that define five-dimensional bent braneworlds [81, 82, 83], reminded that there are some constraints imposed by the separation constants, $\Lambda$ and $C$. Therefore, a departure solution as, for instance, due to Ref. [82],

$$
\begin{equation*}
\tilde{A}=-\ln \left|\cos \left[a\left(u+u_{0}\right)\right]\right| \tag{2.132}
\end{equation*}
$$

can be considered. Notice that one is able to choose $a\left(u+u_{0}\right)=\theta$, with $\theta \in[-\pi / 2, \pi / 2]$, as long as one allows for the singularities at $\pm \pi / 2$ for the scalar field. Thus one is able to consider $u$ to be compactified as $\mathbb{S}^{1}$, just imposing $a=1 / 2 r$, where $r$ is the radius of $\mathbb{S}^{1}$. It allows one to run $\theta$ from $-\pi$ to $\pi$. As an example, for the sphere models that follow, one regards $a=1 / r, u_{0}=-r \pi / 2$, and thus $u \in[0, r \pi][1]$.

From Eqs. (2.84) and (2.85), scalar field, $\phi$, and potential, $\mathcal{V}$, are cast as

$$
\begin{equation*}
\phi_{\varsigma}= \pm 2 M^{2} \sqrt{4-\frac{C}{a^{2}}} \operatorname{arctanh}\left\{\sin \left[a\left(u+u_{0}\right)\right]\right\} \tag{2.133}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{V}_{\varsigma}=8 M^{4} a^{2}\left\{5-\left(4-\frac{C}{a^{2}}\right) \sec ^{2}\left[a\left(u+u_{0}\right)\right]\right\} \tag{2.134}
\end{equation*}
$$

which, in this case, allows for an explicit correspondence given by

$$
\begin{equation*}
\mathcal{V}_{\varsigma}=8 M^{4} a^{2}\left\{5-\left(4-\frac{C}{a^{2}}\right) \cosh ^{2}\left[\frac{a \phi}{2 M^{2} \sqrt{4 a^{2}-C}}\right]\right\} \tag{2.135}
\end{equation*}
$$

When $C=4 a^{2}$ the scalar field $\phi_{\varsigma}$ is null and the potential $\mathcal{V}_{\varsigma}$ is a constant, thus one either has either a single scalar field $\zeta$, as for models $I I I$ and $V$, or no scalar field, as
for model $I V$. For model $I V$, since no scalar field is present, $\zeta=\phi=0$, the potential is a constant. Once returning to Einstein equations, one then finds $G_{M N}=-5 C g_{M N} / 2$, and thus $\mathbb{E}^{6}$ is nothing but a de Sitter space of six dimensions $\left(\mathbb{d} \mathbb{S}^{6}\right)$ written in some unusual system of coordinates. The form of the scalar field $\phi_{\varsigma}$ can be seen in Fig. 32b, while the potential $\mathcal{V}_{\varsigma}$ is depicted in Fig. 6.


Figure 6 - Potential $\mathcal{V}_{\varsigma}^{*}=\mathcal{V}_{\varsigma} / 32 M^{4} a^{2}$ as a function of the scalar field $\phi_{\varsigma}^{*}=\phi_{\varsigma} / 4 M^{2}$. The plots are for $C=0$ (solid black line), $C=a^{2} / 4$ (dotted black line), $C=a^{2}$ (dashed black line), $C=2 a^{2}$ (solid red line), $C=3 a^{2}$ (dotted red line), $C=7 a^{2} / 2$ (dashed red line).

The corresponding metric of such configuration is given by

$$
\begin{equation*}
\boldsymbol{g}_{\varsigma}^{J}=\cos ^{2}\left[a\left(u+u_{0}\right)\right] e^{-2 \hat{A}^{J}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+\cos ^{2}\left[a\left(u+u_{0}\right)\right] e^{-2 \hat{h}^{J}} \mathrm{~d} v \otimes \mathrm{~d} v+\mathrm{d} u \otimes \mathrm{~d} u \tag{2.136}
\end{equation*}
$$

where the index $J$ in $\boldsymbol{g}_{\varsigma}^{J}, \hat{A}^{J}$ and $\hat{h}^{J}$ refers to one of the models $I I I$, $I V$ or $V$ (i.e. $J=I I I, \hat{A}^{J}=\hat{A}^{I I I}$, refers to the warp factor of model $\left.I I I\right)$. See that the warp factor from Eq. (2.136) exhibit the same pattern as for model $I V$ (2.104) cf. Fig. 3 [1].

Other configurations can also be achieved by choosing $\tilde{f}$ to be non-null, thus even if the warp factor given by Eq. (2.132), the configuration would be different. As an example, one may consider the following choice of $\tilde{f}$,

$$
\begin{equation*}
\tilde{f}=-\frac{1}{2} \ln \left\{1-\kappa \cos ^{2}\left[a\left(u+u_{0}\right)\right]\right\}, \tag{2.137}
\end{equation*}
$$

where $\kappa$ is a constant such that $\kappa \in(0,1)$. For $\kappa=0$, one recovers the metric from (2.136). As it shall be clarified in the following subsection, this choice corresponds to a
reduction of the spheroid model, for which

$$
\begin{align*}
& \boldsymbol{g}_{\epsilon}^{J}=\cos ^{2}\left[a\left(u+u_{0}\right)\right]\left(e^{-2 \hat{A}^{J}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \hat{h}^{J}} \mathrm{~d} v^{2}\right) \\
&+\left\{1-\kappa \cos ^{2}\left[a\left(u+u_{0}\right)\right]\right\} \mathrm{d} u^{2}, \tag{2.138}
\end{align*}
$$

where $\hat{A}^{J}$ and $\hat{h}^{J}$ could be any of the functions determined in models $I I I, I V$ or $V$.
Analytical solution for Eq. (2.85) are constrained by the choice of $C=4 a^{2}$, i.e. with $J=I I I$ and $I V$ at (2.138). In this cases, upon an integration of Eq. (2.85), one has

$$
\begin{equation*}
\frac{\phi_{\epsilon}}{4 M^{2}}=\mp \sqrt{1-\kappa} \operatorname{arctanh}\left(\frac{\sqrt{\kappa} \sin \left[\frac{\sqrt{C}\left(u+u_{0}\right)}{2}\right]}{\sqrt{1-\kappa \cos ^{2}\left[\frac{\sqrt{C}\left(u+u_{0}\right)}{2}\right]}}\right) \tag{2.139}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathcal{V}_{\epsilon}}{2 C M^{4}}=\frac{5(1-\kappa)-4 \kappa(1-\kappa) \cos ^{2}\left[\frac{\sqrt{C}\left(u+u_{0}\right)}{2}\right]}{\left\{1-\kappa \cos ^{2}\left[\frac{\sqrt{C}\left(u+u_{0}\right)}{2}\right]\right\}^{2}} \tag{2.140}
\end{equation*}
$$

and no longer does the scalar field shall exhibit singularities at $\pm \pi / 2$. It is straightforward


Figure 7 - (a) Scalar field $\phi_{\epsilon}^{*}=\phi_{\epsilon} / 4 M^{2}$ as a function of $\theta=a\left(u+u_{0}\right)$. (b) Potential $\mathcal{V}_{\epsilon}^{*}=(1-\kappa) \mathcal{V}_{\epsilon} / 2 C M^{4}(5-4 \kappa)$ as a function of $\phi_{\epsilon}^{*}=\phi_{\epsilon} / 4 M^{2} \sqrt{1-\kappa}$. The plots are for $\kappa=0.1$ (solid black line), $\kappa=0.2$ (dashed black line), $\kappa=0.4$ (dotted black line), $\kappa=0.6$ (solid blue line), $\kappa=0.8$ (dashed blue line), $\kappa=0.9$ (dotted blue line), $\kappa=0.99$ (solid red line) and $\kappa=0.999$ (dashed red line).
to invert the expression for $\phi$ so as to write the potential $\mathcal{V}$ as a function of $\phi$. After some forthright manipulations one finds,

$$
\begin{equation*}
\mathcal{V}_{\epsilon}=2 C M^{4}\left[\frac{1+4(1-\kappa) \cosh ^{2}\left(\frac{\phi_{\epsilon}}{4 M^{2} \sqrt{1-\kappa}}\right)}{(1-\kappa) \cosh ^{4}\left(\frac{\phi_{\epsilon}}{4 M^{2} \sqrt{1-\kappa}}\right)}\right], \tag{2.141}
\end{equation*}
$$

from which scalar field and potential forms are depicted in Fig. 7.

The warp factor for the metric (2.138) is exactly the same as in (2.136), but due to the contribution from $g_{u u}$, the $u$ coordinate has a different meaning. Thus it would be interesting to change coordinates to be able to better compare how the metric (2.138) fares against the one from (2.136). To this end, one chooses a new coordinate $y$, with such luck that

$$
\begin{equation*}
\mathrm{d} y=\sqrt{1-\kappa \cos ^{2}\left[\frac{\sqrt{C}}{2}\left(u+u_{0}\right)\right]} \mathrm{d} u \tag{2.142}
\end{equation*}
$$

upon which, after an integration, one finds

$$
\begin{equation*}
y=\frac{2 \sqrt{1-\kappa}}{\sqrt{C}} E\left(\left.\frac{\sqrt{C}}{2}\left(u+u_{0}\right) \right\rvert\, \frac{\kappa}{\kappa-1}\right), \tag{2.143}
\end{equation*}
$$

where $E(x \mid m)$ is the elliptic integral of second kind. The inverted expression results into

$$
\begin{equation*}
\frac{\sqrt{C}}{2}\left(u+u_{0}\right)=E^{-1}\left(\left.\frac{\sqrt{C} y}{2 \sqrt{1-\kappa}} \right\rvert\, \frac{\kappa}{\kappa-1}\right) \tag{2.144}
\end{equation*}
$$

where $E^{-1}$ is the inverse function of the elliptic integral of second kind. Then one may write the metric (2.138) in the term of the coordinate $y$ as

$$
\begin{equation*}
\boldsymbol{g}_{\epsilon}^{J}=\cos ^{2}\left[E^{-1}\left(\left.\frac{\sqrt{C} y}{2 \sqrt{1-\kappa}} \right\rvert\, \frac{\kappa}{\kappa-1}\right)\right]\left(e^{-2 \hat{A}^{J}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \hat{h}^{J}} \mathrm{~d} v^{2}\right)+\mathrm{d} y^{2} \tag{2.145}
\end{equation*}
$$

Finally, the warp factor $e^{-2 \tilde{A}}$ and the scalar field $\phi$ as functions of $y$ can be seen in Fig. 8. Clearly, from Fig. 8, as $\kappa$ gets closer to 1, the warp factor becomes more localized, and in the limit of $\kappa$ going to 1 , a thin brane is recovered [1]. Hence $\kappa$ is the localizing parameter in this model: as it gets closer to 1 , the brane should be closer to a thin brane and the matter distribution in this model should look more like a cusped function, which can only be realized by looking at metric (2.145). Otherwise, one generally prefers to work with (2.138) since a straightforward geometrical interpretation is achieved when one applies this geometry to $\mathbb{S}^{2}$.

Note that the setup from Eq. (2.138) could also be considered in the five-dimensional context, since the equations are, up to some constant, equivalent. From the previous choice of $\tilde{f}$, one can thus construct some novel models of bent branes in five dimensions, since the metric is just given by

$$
\begin{equation*}
\boldsymbol{g}=\cos ^{2}\left[\frac{\sqrt{|\Lambda|}}{2}\left(u+u_{0}\right)\right] \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\left\{1-\kappa \cos ^{2}\left[\frac{\sqrt{|\Lambda|}}{2}\left(u+u_{0}\right)\right]\right\} \mathrm{d} u^{2} \tag{2.146}
\end{equation*}
$$

where $\Lambda$ is the curvature of space-time $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$.

### 2.4.5 The Geometry of $\mathbb{S}^{2}$

This section is dedicated to demonstrating some of the possible geometry one can couple to $\mathbb{S}^{2}$. One starts by first considering a general geometry for $\mathbb{S}^{2}$, namely an ellipsoid.


Figure 8 - (a) Warp factor $e^{-2 \tilde{A}}$ as a function of $y^{*}=\sqrt{C} y / 2$. (b) Scalar field $\phi_{\epsilon}^{*}=\phi_{\epsilon} / 4 M^{2}$ as a function of $y^{*}=\sqrt{C} y / 2$. The plots are for $\kappa=0.1$ (solid black line), $\kappa=0.2$ (dashed black line), $\kappa=0.4$ (dotted black line), $\kappa=0.6$ (solid blue line), $\kappa=0.8$ (dashed blue line), $\kappa=0.9$ (dotted blue line), $\kappa=0.99$ (solid red line) and $\kappa=0.999$ (dashed red line).

In this context an ellipsoid is $\mathbb{S}^{2}$, but with a particularly distorted metric. This metric can be determined from its immersion ${ }^{7}$ in $\left(\mathbb{R}^{(3)}, \gamma\right)$, where $\boldsymbol{\gamma}$ is the usual Euclidean metric. For a triaxial ellipsoid, the immersion ${ }^{8}$ is a map $\Phi: \mathbb{S}^{2} \rightarrow \mathbb{R}^{3}$, where it is defined by

$$
\begin{equation*}
(\theta, \varphi) \mapsto \Phi(\theta, \varphi):=(a \cos (\varphi) \sin (\theta), b \sin (\varphi) \sin (\theta), c \cos (\theta)), \tag{2.147}
\end{equation*}
$$

with $a, b$ and $c$ being the three radii that define ellipsoid. Then, from $\Phi$, it is possible to define a pull-back $\Phi^{*}$ of $T^{(0,2)} \mathbb{R}^{3}$ :

$$
\begin{equation*}
\Phi^{*}: T^{(0,2)} \mathbb{R}^{(3)} \rightarrow T^{(0,2)} \mathbb{S}^{2} \tag{2.148}
\end{equation*}
$$

according to

$$
\begin{equation*}
\boldsymbol{\gamma} \mapsto \boldsymbol{\varepsilon}(X, Y):=\left(\Phi^{*} \boldsymbol{\gamma}\right)(X, Y) \equiv \boldsymbol{\gamma}\left(\Phi_{*} X, \Phi_{*} Y\right), \tag{2.149}
\end{equation*}
$$

where $\Phi_{*}$ is the push-forward on $T M$ induced by $\Phi$, which is defined by

$$
\begin{equation*}
\left(\Phi_{*} X\right)^{i}=X^{a} \frac{\partial\left(x^{i} \circ \Phi\right)}{\partial y^{a}} \tag{2.150}
\end{equation*}
$$

where, finally, $x$ and $y$ are the coordinate chart maps for $\mathbb{R}^{3}$ and $\mathbb{S}^{2}$, respectively, also with $i \in\{1,2,3\}$ and $a \in\{1,2\}$. Substituting the above expressions back, one finds the components of the metric $\varepsilon$ of $\mathbb{S}^{2}$,

$$
\begin{equation*}
\varepsilon_{a b}=\gamma_{i j} \frac{\partial\left(x^{i} \circ \Phi\right)}{\partial y^{a}} \frac{\partial\left(x^{j} \circ \Phi\right)}{\partial y^{b}} \tag{2.151}
\end{equation*}
$$

which leads to the metric,

$$
\begin{align*}
\varepsilon= & {\left[a^{2} \cos ^{2}(\varphi) \cos ^{2}(\theta)+b^{2} \sin ^{2}(\varphi) \cos ^{2}(\theta)+c^{2} \sin ^{2}(\theta)\right] \mathrm{d} \theta^{2} } \\
& +\frac{a-b}{2} \sin (2 \varphi) \sin (2 \theta) \mathrm{d} \varphi \mathrm{~d} \theta+\left[a^{2} \sin ^{2}(\varphi)+b^{2} \cos ^{2}(\varphi)\right] \sin ^{2}(\theta) \mathrm{d} \varphi^{2} \tag{2.152}
\end{align*}
$$

[^5]This is a triaxial set-up. It is a bit complicated, and even if one could find coordinates such that the off diagonal terms are null, which is always possible, one would end up with an extremely enhanced metric which can be simplified by making assumptions about the radii $a$ and $b$ into a spheroid configuration or a diaxial ellipsoid, i.e. $a=b=r$ and $c=\rho$, which would return the metric

$$
\begin{equation*}
\boldsymbol{\epsilon}=\left[r^{2} \cos ^{2}(\theta)+\rho^{2} \sin ^{2}(\theta)\right] \mathrm{d} \theta \otimes \mathrm{~d} \theta+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi \otimes \mathrm{~d} \varphi . \tag{2.153}
\end{equation*}
$$

This result removes the off-diagonal terms, which turn the procedure into simpler analytical calculations, which should be still simpler for $r=\rho$, as it returns

$$
\begin{equation*}
\varsigma=r^{2} \mathrm{~d} \theta \otimes \mathrm{~d} \theta+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi \otimes \mathrm{~d} \varphi \tag{2.154}
\end{equation*}
$$

Metrics from (2.153) and (2.154) are exactly the metrics used in sec. 2.4.3.

### 2.4.6 The Sphere Models

An interesting application of the models constructed in previous sections is concerned with the possibility of constructing braneworlds over $\mathbb{S}^{2}$.

The sphere models, for instance, starts with the assumption that the internal space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$ is a sphere, or in other words, $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right) \equiv\left(\mathbb{S}^{2}, \boldsymbol{\varsigma}\right)$, where $\boldsymbol{\varsigma}$ is given by Eq. (2.154). In this case, one has chosen $u \equiv r \theta, \tilde{f} \equiv 0$ and $\tilde{A} \equiv-\ln [\sin (\theta)]$, as well as $\varphi \in[-\pi, \pi]$ and $\theta \in[0, \pi][1]$. This choice corresponds to exactly the same as the one from Eq. (2.132), where now one choses $u_{0}=\pi / 2 r, a=1 / r$ and $u$ only takes values at the subinterval $[0, r \pi]$. See that this choice for $\tilde{f}$ and $\tilde{A}$ is also allowed for model $V$, which however does not have the internal space metric as from Eq. (2.154) [1]. For this reason, model $V$ will be disregarded in this section.

Turning to the point from Eq. (2.154), Eqs. (2.84) and (2.85) are easily solved so as to return the quantities

$$
\begin{equation*}
\mathcal{V}=\frac{8 M^{4}}{r^{2}}\left[5-4\left(1-\frac{C r^{2}}{4}\right) \csc ^{2} \theta\right] \tag{2.155}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi= \pm 4 M^{2} \sqrt{1-\frac{C r^{2}}{4}} \ln \left[\tan \left(\frac{\theta}{2}\right)\right] \tag{2.156}
\end{equation*}
$$

such that the potential as a function of $\phi$ is given by

$$
\begin{equation*}
\mathcal{V}=\frac{8 M^{4}}{r^{2}}\left\{5-\left(4-C r^{2}\right) \cosh ^{2}\left[\frac{\phi}{4 M^{2} \sqrt{1-\frac{C r^{2}}{4}}}\right]\right\} \tag{2.157}
\end{equation*}
$$

For $\phi$ read as a real scalar field, one has

$$
\begin{equation*}
1-\frac{C r^{2}}{4} \geq 0 \Longleftrightarrow C \leq \frac{4}{r^{2}} \tag{2.158}
\end{equation*}
$$

from which, for models $I I I$ and $I V$, the constraints over $C$ restrict the number of possible models to its dependence on the value of $n$,

1. $C^{I I I}=n^{2} / 16 r^{2} \Longrightarrow n \in\{0,1,2,3,4,5,6,7,8\}$;
2. $C^{I V}=n^{2} / r^{2} \Longrightarrow n \in\{1,2\}$.

Thus one can have, for model $I I I$, nine different configurations for the scalar field and potential, each for different values of $n$. Meanwhile, for model $I V$, there are only two different configurations [1].

When $C=4 / r^{2}(n=8$ for model $I I I$ or $n=2$ for model $I V)$ one finds a vacuum: the scalar field $\phi$ is null and the potential $\mathcal{V}$ is a constant. For model $I V$, this configuration turns out to be $\mathbb{d} \mathbb{S}^{6}$. In Fig. 9a the scalar, warp factor and potential, for different values of $C$, are presented. The potential as a function of $\phi$ can be seen in Fig. 7b. For models


Figure 9 - (a) Scalar field $\phi^{*}=\phi / 4 \sqrt{1-C / 4}$ (thick black line), warp factor $\tilde{A}$ (thick black dashed line) and potential $\mathcal{V}^{*}=\mathcal{V} / 4$. (b) The $\theta$ dependence of the stress energy tensor $T^{\phi}{ }_{\mu \nu}, T^{\phi^{*}}{ }_{\mu \nu}=-\sin ^{2} \theta T^{\phi^{\mu}}{ }_{\nu} / 8$. The plots are for $C=0$ (thin black line), $C=1 / 16$ (thin black dotted line), $C=1 / 4$ (thin black dashed line), $C=9 / 16$ (thin black dot-dashed line), $C=1$ (thin red line), $C=25 / 16$ (thin red dotted line), $C=9 / 4$ (thin red dashed line), $C=49 / 16$ (thin red dot-dashed line) and $C=4$ (thick black solid line), with $M=r=1$.
$I I I$ and $I V$ the complete metric can be written in the form,

$$
\begin{align*}
\boldsymbol{g}^{I I I} & =\sqrt{\left|\cos \left(\frac{n \varphi}{2}\right)\right|} \sin ^{2} \theta \eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \theta \otimes \mathrm{~d} \theta+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi \otimes \mathrm{~d} \varphi  \tag{2.159}\\
\boldsymbol{g}^{I V} & =\frac{4 r^{2} \Lambda}{3 n^{2}} \cos ^{2}\left(\frac{n \varphi}{2}\right) \sin ^{2} \theta \omega_{\mu \nu}^{+} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \theta \otimes \mathrm{~d} \theta+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi \otimes \mathrm{~d} \varphi \tag{2.160}
\end{align*}
$$

Figs. 10 and 11 depict the warp factor $e^{-2 A}$ of models $I I I$ and $I V$ for various values of $n$. Finally, using the definition from Eq. (2.94), the stress energy tensor of the scalar field $\phi$ can be obtained for different models. Redundantly, the explicit form of $T^{\phi^{\mu}}{ }_{\nu}$ is common to all models (III and $I V$ ) and is only a function of $\theta$,

$$
\begin{equation*}
T_{\nu}^{\phi^{\mu}}=\frac{8 M^{4}}{r^{2}} \delta^{\mu}{ }_{\nu}\left[3\left(1-\frac{C r^{2}}{4}\right) \csc ^{2}(\theta)-5\right] . \tag{2.161}
\end{equation*}
$$



Figure 10 - Warp factor $e^{-2 A}$ of model $I I I$ in a spherical plot, with $r=\Lambda=1$. The top figures are for $n=0,1,2,3$ and 4 (from left to right) and the bottom ones are for $n=5,6,7$ and 8 (from left to right).


Figure 11 - Warp factor $e^{-2 A}$ of model $I V$ for $n=1$ (left figure) and $n=2$ (right figure) in a spherical plot, with $r=\Lambda=1$.

Despite exhibiting some singularities, $T^{\phi}{ }_{\mu \nu}$ is localized and non-singular, since once it is multiplied by the warp factor it becomes well behaved [1]. In Fig. 9b, the $\theta$ dependence of $T^{\phi}{ }_{\mu \nu}$ is depicted for several values of $C$. Clearly the total energy in these models, as far as $\phi$ is concerned, is finite, given that the stress energy tensor is localized. In fact, for all these scenarios, the total stress energy tensor is given by

$$
\begin{align*}
T_{\mu \nu}^{I I I} & =-\frac{24 M^{4} \eta_{\mu \nu}}{r^{2}} \sqrt{\left|\cos \left(\frac{n \varphi}{2}\right)\right|}\left[\frac{n^{2}}{8} \sec ^{2}\left(\frac{n \varphi}{2}\right)+\left(\frac{5}{3} \sin ^{2} \theta-1+\frac{n^{2}}{64}\right)\right]  \tag{2.162}\\
T_{\mu \nu}^{I V} & =\frac{32 M^{4} \Lambda}{n^{2}} \omega_{\mu \nu}^{+} \cos ^{2}\left(\frac{n \varphi}{2}\right)\left[1-\frac{n^{2}}{4}-\frac{5}{3} \sin ^{2}(\theta)\right] \tag{2.163}
\end{align*}
$$

So far these models have been presented in spherical coordinates, the introduction of stereographic coordinates, i.e.

$$
\begin{equation*}
u=r \cot \left(\frac{\theta}{2}\right) \cos (\varphi), \tag{2.164}
\end{equation*}
$$

and

$$
\begin{equation*}
v=r \cot \left(\frac{\theta}{2}\right) \sin (\varphi) \tag{2.165}
\end{equation*}
$$

allows one to rewrite the metrics of models $I I I$ and $I V$ as
and

$$
\begin{equation*}
\boldsymbol{g}^{I V}=\frac{4 r^{2}\left(u^{2}+v^{2}\right)}{\left(r^{2}+u^{2}+v^{2}\right)^{2}}\left\{\frac{4 r^{2} \Lambda}{3 n^{2}} \cos ^{2}\left[\frac{n}{2} \arccos \left(\frac{u}{\sqrt{u^{2}+v^{2}}}\right)\right] \omega_{\mu \nu}^{+} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\mathrm{d} u^{2}+\mathrm{d} v^{2}\right\}, \tag{2.167}
\end{equation*}
$$

respectively.
One can thus notice the advantage of choosing the initial metric of $\mathbb{B}^{2}$ as from Eq. (2.40) if, on the other hand, one had started with a conformally flat form. As can be seen from expressions (2.166) and (2.167), it would not be straightforward finding these solutions, since the warp factor is, most notably, not separable in $u$ and $v[1]$. Moreover, one could express all the warp factors without the use of arccos and so on. In this case, the warp factor of models $I I I$ and $I V$ for all the allowed values of $n$ can be depicted as they appear in Figs. 12 and 13.


Figure 12 - Warp factor $e^{-2 A}$ of model $I I I$ in stereographic coordinates. The top figures are for $n=0,1,2,3$ and 4 (from left to right) and the bottom ones are for $n=5,6,7$ and 8 (from left to right).

From Figs. 12 and 13 it is clear the localization of the warp factor, even when the space goes to infinity. Therefore these models give rise to thick branes over the sphere where the only adjustable localization parameter is the radius $r$ of the sphere. This corresponds to a detriment to the model since it would be interesting to have a parameter to make the brane thiner while maintaining the radius of the sphere fixed [1].


Figure 13 - Warp factor $e^{-2 A}$ of model $I V$ for $n=1$ (left figure) and $n=2$ (right figure), in stereographic coordinates.

### 2.4.7 The Spheroid Models

Departing from the model over the sphere, one may consider that the ground space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$ is a spheroid. In some other words, $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right) \equiv\left(\mathbb{S}^{2}, \boldsymbol{\epsilon}\right)$, where $\boldsymbol{\varsigma}$ is given by Eq. (2.153). The difference between sphere and spheroid models is simply due to the geometry represented by the metric $\boldsymbol{\epsilon}$. The spheroid built here is a di-axial ellipsoid, with radii $r$ and $\rho$. In this case, the setup variables are

$$
\begin{gather*}
u=r \theta  \tag{2.168}\\
\tilde{f}=-\frac{1}{2} \ln \left\{\left[1-\kappa \sin ^{2}(\theta)\right]\right\}, \tag{2.169}
\end{gather*}
$$

and

$$
\begin{equation*}
\tilde{A} \equiv-\ln [\sin (\theta)], \tag{2.170}
\end{equation*}
$$

where $\kappa=1-\rho^{2} / r^{2}$. Setting $\kappa=0$, one recovers the model over the sphere. See that this is mapped by the metric from Eq. (2.138) where one just imposes $u_{0}=\pi / 2 r, a=1 / r$. Thus, through Eqs. (2.84) and (2.85), one can determine the potential and scalar field as

$$
\begin{equation*}
\frac{\mathcal{V}}{4 M^{4}}=\frac{2}{r^{2}\left[1-\kappa \sin ^{2}(\theta)\right]}\left[\frac{1-\kappa}{1-\kappa \sin ^{2}(\theta)}-4 \cot ^{2}(\theta)\right]+2 C \csc ^{2}(\theta) \tag{2.171}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\phi_{, \theta}{ }^{2}}{4 M^{4}}=\frac{4(1-\kappa)}{1-\kappa \sin ^{2}(\theta)}+\left(4-C r^{2}\right) \cot ^{2}(\theta)-(1-\kappa) C r^{2} \tag{2.172}
\end{equation*}
$$

In this case, if $C>4 / r^{2}$ then the left side of equation (2.172) is not necessarily positive for all $\theta$ values. Notice that as $\theta$ approaches $\pi / 2$ the term with $\cot (\theta)$ goes to infinity, while the other terms remain finite [1]. This means that $\phi$ would necessarily be imaginary
for some value of $\theta$, which is not allowed. Therefore, one has $C \leq 4 / r^{2}$. In fact, one can not solve (2.172) in general. It can only be solved analytically when $C=4 / r^{2}$, which is translated into choosing $n=8$ for model $I I I$ or $n=2$ for model $I V$ [1]. Henceforward up to the end only this cases will be considered. For $C=4 / r^{2}$, the scalar field Eq. (2.172) is easily integrated,

$$
\begin{equation*}
\phi=\mp 4 M^{2} \sqrt{1-\kappa} \operatorname{arctanh}\left[\frac{\sqrt{\kappa} \sin (\theta)}{\sqrt{1-\kappa \cos ^{2}(\theta)}}\right] \tag{2.173}
\end{equation*}
$$

and, if $\kappa=1$ or $\kappa=0$, one finds a vacuum solution. From Fig. 14a the profile of the scalar


Figure 14 - (a) Scalar field $\phi^{*}=\phi / 4 M^{2}$ as a function of $\theta$. (b) The $\theta$ dependence of the stress energy tensor $T^{\phi}{ }_{\mu \nu}, T^{\phi^{*}}{ }_{\mu \nu}=-\sin ^{2} \theta T^{\phi^{\mu}}{ }_{\nu}(1-\kappa) / 8(5-3 \kappa)$. The plots are for $\kappa=0.1$ (solid black line), $\kappa=0.2$ (dashed black line), $\kappa=0.4$ (dotted black line), $\kappa=0.6$ (solid blue line), $\kappa=0.8$ (dashed blue line), $\kappa=0.9$ (dotted blue line), $\kappa=0.99$ (solid red line) and $\kappa=0.999$ (dashed red line).
field can be read as a topological or kink-like defect. The potential $\mathcal{V}$ in terms of $\phi$ is exactly as given by Eq. (2.141) (cf. Fig. 7b), and the stress energy tensor of $\phi$, which is common to all models, is given by

$$
\begin{equation*}
T^{\phi^{\mu}}{ }_{\nu}=-\delta^{\mu}{ }_{\nu} \frac{8 M^{4}(1-\kappa)\left[5-3 \kappa \sin ^{2}(\theta)\right]}{r^{2}\left[1-\kappa^{2} \sin ^{2}(\theta)\right]^{2}} . \tag{2.174}
\end{equation*}
$$

Differently from the sphere models, these models possess another localizing parameter other than the radius $r$. As $\kappa$ approaches 1 the stress energy tensor becomes more and more localized, from Fig. 14b one can notice such a behavior. Consequently, these models give rise to thick branes that are even more interesting than the spherical ones, as one chooses $\kappa$ closer to 1 the thinner the distribution of matter becomes [1].

To more appropriately present the localizing effect that $\kappa$ has on the model, it is convenient to show how it can affect the warp factor. To do this, the change of coordinates as given by (2.143) is preeminent. By writing

$$
\begin{equation*}
\mathrm{d} y=\sqrt{1-\kappa \sin ^{2}(\theta)} \mathrm{d} \theta \tag{2.175}
\end{equation*}
$$

thus one must choose $y=E(\theta \mid \kappa)$, where $E(\theta \mid \kappa)$ is the elliptic integral of second kind. The inverse is simply expressed abstractly by $\theta=E^{-1}(y \mid \kappa)$, where $E^{-1}(y \mid \kappa)$ is the inverse function of the elliptic integral of second kind. Then one is able to express the metric and the scalar field in terms of the coordinate $y$ by

$$
\begin{equation*}
\boldsymbol{g}^{J}=e^{-2 \hat{A}^{J}} \sin ^{2}\left[E^{-1}(y \mid \kappa)\right] \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \sin ^{2}\left[E^{-1}(y \mid \kappa)\right] \mathrm{d} \varphi^{2}+r^{2} \mathrm{~d} y^{2} \tag{2.176}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi=\mp 4 M^{2} \sqrt{1-\kappa} \operatorname{arctanh}\left\{\frac{\sqrt{\kappa} \sin \left[E^{-1}(y \mid \kappa)\right]}{\sqrt{1-\kappa \cos ^{2}\left[E^{-1}(y \mid \kappa)\right]}}\right\} \tag{2.177}
\end{equation*}
$$

where both quantities are valued in the domain $[E(0 \mid \kappa)=0, E(\pi \mid \kappa)]$, i.e. $y \in[0, E(\pi \mid \kappa)]$. The warp factor $e^{-2 \tilde{A}}$ and the scalar field $\phi$, in terms of $y$, are depicted in Fig. (15). From Fig. (15) one can notice that the closer $\kappa$ gets to 1 the more the thick brane looks like a thin brane, thus the more localized is the model. One had already depured it from the stress energy tensor pattern, but the above analysis paints a better picture of the localization of the model. Of course, express the same quantities in terms of $\theta$ instead of $y$, turns back the expected analytical form.


Figure 15 - (a) Scalar field $\phi^{*}=\phi / 4 M^{2}$ as a function of $\theta$. (b) The $\theta$ dependence of the stress energy tensor $T^{\phi}{ }_{\mu \nu}, T^{\phi^{*}}{ }_{\mu \nu}=-\sin ^{2} \theta T^{\phi^{\mu}}{ }_{\nu}(1-\kappa) / 8(5-3 \kappa)$. The plots are for $\kappa=0.1$ (solid black line), $\kappa=0.2$ (dashed black line), $\kappa=0.4$ (dotted black line), $\kappa=0.6$ (solid blue line), $\kappa=0.8$ (dashed blue line), $\kappa=0.9$ (dotted blue line), $\kappa=0.99$ (solid red line) and $\kappa=0.999$ (dashed red line).

Finally one can express the metric for models $I I I$ and $I V$ by

$$
\begin{align*}
& \boldsymbol{g}^{I I I}=\sqrt{|\cos (4 \varphi)|} \sin ^{2}(\theta) \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2}\left[1-\kappa \sin ^{2}(\theta)\right] \mathrm{d} \theta^{2}+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi^{2},  \tag{2.178}\\
& \boldsymbol{g}^{I V}=\frac{r^{2} \Lambda}{3} \cos ^{2}(\varphi) \sin ^{2}(\theta) \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2}\left[1-\kappa \sin ^{2}(\theta)\right] \mathrm{d} \theta^{2}+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi^{2}, \tag{2.179}
\end{align*}
$$

with the warp factor being essentially the same as in the $C=4 / r^{2}$ spherical model, as depicted in Figs. 10 and 11. In this fashion one can realize that the spherical models with
$C=4 / r^{2}$ represent a braneworld model in a vacuum for $\phi$, while the spheroid models represent a topological defect that alternate between two vacuums like depicted in Fig. 14a (or 15b).

Unfortunately, it is not so simple to find stereographic coordinates for the spheroids as it was for the sphere. It is feasible to analytical calculations, but the expressions are too complicated for a meaningful analysis. Here no appeal to a different set of coordinates will be made to discuss the properties of these models.

## 3 Gravity Localization

Additional dimensions introduces a novel problem: Why have the co-dimensions not been measured before? Here we point to the simple fact that we observe the universe through light, then there should be no way of knowing if new dimensions do exist if light is confined to the brane (or at least at the vicinity of the brane). The new dimensions could be "invisible" to electromagnetism for all we know. But this is not the case for gravity. Gravity is space-time itself, therefore it should perceive the new dimensions and corrections to its interactions should follow. But experiments severely restricts the gravitational interaction to be very similar, up to a sensible limit, to the Newtonian one. Therefore any realistic brane model must be required to satisfy:

1. The brane is stable;
2. Four-dimensional Newtonian gravity is recovered.

Both are checked by perturbing the bulk metric, by adding a test particle of mass $\mathcal{M}$ inside the brane, that perturbs the gravitational interaction, one hopes that it resembles Newtonian gravity to a certain degree.

Considering that any braneworld model should recover standard four-dimensional physics, at least within reasonable limits [7], and assuming that all physical fields must be localized in a brane-like region of space, it is natural to suppose that the braneworld solutions classified in the previous chapter admit the localization of gravity for all configurations [69]. Besides the inherent classical aspects, from systematic metric perturbations over the braneworld [3, 4], which renders a linearized formulation that encompass nonlinear aspects of gravity, the equations for the metric fluctuations can be reduced to time independent Schrödinger-like equations [3, 4, 22, 71, 82], which are then subjected to some separation of variables technique that results into the quantum mechanical analogue problem [69].

The quantum mechanical aspects will then be further extended to the interpretation of the associated wave functions, solutions of such Schrödinger-like equation, which are not only relevant for the localization on the brane, but also for identifying the Newtonian limit [69]. Recovering the Newtonian gravity in the brane, up to a sensitive limit, is indeed an important test for braneworld models. One may determine the Newtonian limit by assuming that perturbations of the metric are generated by a particle of mass $\mathcal{M}$ [69]. As a first approach, the effective coupling between the massive particle with gravity becomes dependent on the normalization of the graviton modes and on its value at the position of the particle (which is generically placed at the maximum of the wave functions of the
zero mode) [69]. However, a more realistic description would consider any particle to be smeared over the co-dimensions [71, 84], in contrast to a Dirac delta localization. In this case, the gravitational constant would no longer depend on the value of the graviton modes at the position of the particle, but would be determined by an average value of the matter distribution with the graviton modes [69]. For the proposal considered here, the simplified stratagem of a Dirac delta distribution is enough, since one can at least determine the correct gravitational constant, even if failing to ascertain the correct gravitational interaction ${ }^{1}$ [69].

Broadly speaking, the pertinence of considering six-dimensional braneworlds resides in obtaining Schrödinger-like linearized equations for a two (and not only one) dimensional curved background [69]. For string and trivial-like solutions the inherited Schrödinger-like equations always allows for a further separation of the co-dimensional variables. On one hand, intersecting-like branes allow for a further separation of the co-dimensional variables for a subset of our models (from $I I I$ to $V I$ ). On the other hand, for another subset (models $I$ and $I I$ ), the variables are not separable unless the graviton mass is null [69]. Furthermore, for one of the intersecting-like models, $I V$, the Schrödinger-like equations solutions are analytically defined for the entire spectrum of gravitons [69]. In particular, this provides a wide range for the mass spectrum. For models $I, I I, I I I$ and $V I$, however, only zero modes can be analytically extracted, while from model $V$ one can extract some of the massive modes. Regardless, some remarkable features are still accomplished from the Newtonian limit for all these models, from $I$ to $V I$, as they shall be scrutinized along this chapter [69].

The chapter is thus organized as follows. Sec. 3.1 is devoted to determine the equations for the gravitational perturbations and the effective for a general background. One also defines the condition for localization. Subsecs. 3.1.3 and 3.1.5 presents the straightforward mapping of the perturbed equations to the quantum mechanical analogue problem that describes the localization and spectrum of the graviton modes for the proposed classification. Finally, in Sec. 3.2, the Schrödinger equation for each of intersecting-like braneworld model is yielded and their corresponding spectrum of gravitons as well as their Newtonian limits are obtained.

### 3.1 Gravitational Fluctuations

A basic requirement of any braneworld model is that it reproduces, up to a sensible limit, Newtonian gravity [3, 4, 22, 71, 82, 69]. The Newtonian limit of any braneworld model can be studied within the framework of linearized gravity, where it is assumed

[^6]that the spacetime can be described by small fluctuations about a given background [69]. Following similar arguments as outlined by [71] ${ }^{2}$, tensorial perturbations of (2.1) are written as
\[

$$
\begin{equation*}
\overline{\boldsymbol{g}}=e^{-2 A}\left(\hat{g}_{M N}+\varpi_{M N}\right) \mathrm{d} x^{M} \mathrm{~d} x^{N}=e^{-2 A}\left[\omega_{\mu \nu}+\varpi_{\mu \nu}\right] \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\sigma_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j}, \tag{3.1}
\end{equation*}
$$

\]

where $\varpi_{\mu \nu}$ are functions such that $\varpi_{\mu \nu}: \mathbb{M}^{4} \times \mathbb{B}^{2} \rightarrow \mathbb{R}\left(\right.$ i.e. $\left.\varpi_{\mu \nu}\left(x^{\rho}, u, v\right)\right)$, and $\varpi_{i j}=0$ [69]. Several objects are now necessary to determine the perturbations of the Einstein tensor, including the inverse metric and the connections compatible with $\overline{\boldsymbol{g}}$ [69]. The inverse metric can be assumed to be

$$
\begin{equation*}
\overline{\boldsymbol{g}}^{-1}=e^{2 A}\left[\hat{g}^{M N}+\left(\varpi^{-1}\right)^{M N}\right] \partial_{M} \otimes \partial_{N} \tag{3.2}
\end{equation*}
$$

where $\left(\varpi^{-1}\right)^{M N}$ refers to the inverse of $\varpi$, while $\varpi^{M N}$ refers to $\varpi_{M N}$ with indexes raised by $\hat{\boldsymbol{g}}$. Since $\varpi_{M N}$ and $\left(\varpi^{-1}\right)^{M N}$ are small perturbations then one finds

$$
\begin{equation*}
\delta_{B}^{A}=\bar{g}^{A N} \bar{g}_{N B}=\delta_{B}^{A}+\hat{g}^{A N} \varpi_{N B}+\left(\varpi^{-1}\right)^{A N} \hat{g}_{N B}+O\left(\varpi^{2}\right), \tag{3.3}
\end{equation*}
$$

which implies in

$$
\begin{equation*}
\left(\varpi^{-1}\right)^{M N}=-\varpi^{M N}=-\varpi_{A B} \hat{g}^{A M} \hat{g}^{B N} \tag{3.4}
\end{equation*}
$$

and the inverse metric can be written as

$$
\begin{equation*}
\overline{\boldsymbol{g}}^{-1}=e^{2 A(u, v)}\left(\omega^{\mu \nu}-\varpi^{\mu \nu}\right) \partial_{\mu} \otimes \partial_{\nu}+\sigma^{i j} \partial_{i} \otimes \partial_{j} \tag{3.5}
\end{equation*}
$$

On the other hand, the connections compatible with $\bar{g}$ can be expressed in terms of the connections compatible with $\hat{g}$, to first order in $\varpi$, as

$$
\begin{equation*}
\bar{\Gamma}_{M N}^{P}=\hat{\Gamma}_{M N}^{P}-A_{, N} \delta_{M}^{P}-A_{, M} \delta_{N}^{P}+A_{, S} \hat{g}^{P S} \hat{g}_{M N}+A_{, S} \hat{g}^{P S} \varpi_{M N}-A_{, S} \varpi^{P S} \hat{g}_{M N}+(\delta \Gamma)_{M N}^{P} \tag{3.6}
\end{equation*}
$$

where $(\delta \Gamma)_{M N}^{P}$ is a true tensor, since it is the difference between two connections. The components $(\delta \Gamma)_{M N}^{P}$ can be determined by noting that

$$
\begin{equation*}
\bar{\nabla}_{P} \bar{g}_{M N} \equiv 0 \Longleftrightarrow \hat{\nabla}_{P} \varpi_{M N}=\hat{g}_{M K} \delta \Gamma_{N P}^{K}+\hat{g}_{N K} \delta \Gamma_{M P}^{K}, \tag{3.7}
\end{equation*}
$$

permuting some of the indexes and summing in a particular order implies ${ }^{3}$ in

$$
\begin{equation*}
\delta \Gamma_{M N}^{P}=\frac{1}{2} \hat{g}^{P K}\left(\hat{\nabla}_{N} \varpi_{M K}+\hat{\nabla}_{M} \varpi_{K N}-\hat{\nabla}_{K} \varpi_{M N}\right) . \tag{3.8}
\end{equation*}
$$

[^7]With this results in hand the Einstein tensor $\left(\bar{G}_{M N}\right)$ compatible with $\overline{\boldsymbol{g}}$ is then expressed, up to the first order in $\varpi_{\mu \nu}$, by

$$
\begin{align*}
\bar{G}_{M N}= & G_{M N}+ \\
= & \delta G_{M N} \\
= & G_{M N}+\frac{1}{2} \hat{g}^{P K} \hat{\nabla}_{P} \hat{\nabla}_{N} \varpi_{M K}+\frac{1}{2} \hat{g}^{P K} \hat{\nabla}_{P} \hat{\nabla}_{M} \varpi_{K N}-\frac{1}{2} \hat{\square}^{2} \varpi_{M N}-\frac{1}{2} \hat{g}^{P K} \hat{\nabla}_{M} \hat{\nabla}_{N} \varpi_{P K} \\
-\frac{1}{2} \varpi_{M N} \hat{R}+ & \frac{1}{2} \hat{g}_{M N} \varpi_{P K} \hat{R}^{P K}-\frac{1}{2} \hat{g}_{M N} \hat{g}^{S D} \hat{g}^{P K} \hat{\nabla}_{P} \hat{\nabla}_{S} \varpi_{K D}+\frac{1}{2} \hat{g}_{M N} \hat{g}^{S D} \hat{\square}^{\square} \varpi_{S D} \\
& -2 \hat{g}^{P K}\left(\hat{\nabla}_{N} \varpi_{M K}+\hat{\nabla}_{M} \varpi_{K N}-\hat{\nabla}_{K} \varpi_{M N}\right) A_{, P}+6 \varpi_{M N} \hat{g}^{P S} A_{, S} A_{, P} \\
& +2 \hat{g}_{M N} \hat{g}^{P K} \hat{g}^{S D}\left(\hat{\nabla}_{K} \varpi_{P D}+\hat{\nabla}_{P} \varpi_{K D}-\hat{\nabla}_{D} \varpi_{P K}\right) A_{, S}-4 \varpi_{M N} \hat{\square} A  \tag{3.9}\\
& \quad-6 \hat{g}_{M N} \hat{g}^{P D} \hat{g}^{S J} \varpi_{D J} A_{, S} A_{, P}+4 \hat{g}_{M N} \hat{g}^{P S} \hat{g}^{K D} \varpi_{S D} \hat{\nabla}_{P} \hat{\nabla}_{K} A,
\end{align*}
$$

where $\hat{g}_{M N}=e^{2 A} g_{M N}$ and $\hat{\nabla}$ is a covariant derivative compatible with $\hat{\boldsymbol{g}}$. Introducing the assumed constraints, $\varpi_{M i}=A_{, \mu}=0$, fixing the gauge $\hat{\nabla}^{M} \varpi_{M N}=\hat{g}^{M N} \varpi_{M N}=0$, noticing the commutation properties of the covariant derivatives ${ }^{4}$ and considering that ${ }^{5}$ $\varpi_{\rho \kappa} \hat{R}^{\rho \kappa}=0$, one obtains the first order perturbed Einstein tensor in the form of

$$
\begin{align*}
\delta G_{M N}=\frac{1}{2} \hat{g}^{\zeta \delta} \varpi_{\zeta(M} \hat{R}_{N) \delta}- & \varpi^{\delta \rho} \hat{R}_{\delta M \rho N}-\frac{1}{2} \hat{\square} \varpi_{M N} \\
& +2 \hat{\sigma}^{i j} A_{, i} \hat{\nabla}_{j} \varpi_{M N}+\varpi_{M N}\left(6 \hat{\sigma}^{i j} A_{, i} A_{, j}-4 \hat{\square} A-\frac{1}{2} \hat{R}\right), \tag{3.10}
\end{align*}
$$

where $t_{(M N)}=t_{M N}+t_{N M}$.
One would also expect perturbations in the configuration of the scalar fields ( $A$, $\phi$ and $\zeta$ ), but the scalar and tensorial perturbations are completely decoupled one from each other when linear perturbations are considered [71] (see Sec. 3.1.1 for further details) [69]. For this reason, when dealing with the dynamics of the gravitational field, one can disregard the perturbations of the scalar fields [69].

The perturbation of the scalar fields are completely dissociated from the tensorial perturbations, yet the stress energy tensor will still be perturbed in this configurations, since the metric fluctuations induce perturbations in the stress energy tensor [69]. In particular, in the context of our analysis, only stress energy tensors constructed out of scalar fields shall be considered. The stress energy tensor calculated out of metric $\overline{\boldsymbol{g}}$ is then given by

$$
\begin{equation*}
\bar{T}_{M N}=T_{M N}-e^{-2 A} \varpi_{M N}\left(\frac{g^{K S} \phi_{, S} \phi_{, K}}{2}+\frac{g^{K S} \zeta_{, S} \zeta_{, K}}{2}+V\right) . \tag{3.11}
\end{equation*}
$$

Following the same stratagem from Ref. [71], one finds that

$$
\begin{equation*}
\varpi_{M P} T^{P}{ }_{N}=-\varpi_{M N}\left(\frac{g^{K S} \phi_{, S} \phi_{, K}}{2}+\frac{g^{K S} \zeta_{, S} \zeta_{, K}}{2}+V\right), \tag{3.12}
\end{equation*}
$$

[^8]which can be used to derive the perturbations of the stress energy tensor,
\[

$$
\begin{equation*}
\delta T_{M N}=4 M^{4} \hat{g}^{\rho \zeta} \varpi_{M \rho} \hat{R}_{\zeta N}+4 M^{4} \varpi_{M N}\left(6 \hat{g}^{i j} A_{, i} A_{, j}-4 \hat{\square} A-\frac{1}{2} \hat{R}\right) . \tag{3.13}
\end{equation*}
$$

\]

Finally, equalizing the first order contributions, $\delta G_{M N}$ and $\delta T_{M N}$, from Eqs. (3.10) and (3.13), through the Einstein equation, one finds

$$
\begin{equation*}
-\frac{1}{2} \hat{\square} \varpi_{M N}+2 \hat{\sigma}^{i j} A_{, i} \hat{\nabla}_{j} \varpi_{M N}=\frac{1}{2} \hat{g}^{\zeta \delta} \varpi_{\zeta[M} \hat{R}_{N] \delta}+\varpi^{\delta \rho} \hat{R}_{\delta M \rho N}, \tag{3.14}
\end{equation*}
$$

where $t_{[M N]}=t_{M N}-t_{N M}$. The above result be simplified by noticing that $\hat{\nabla}_{j} \varpi_{M N}=\varpi_{M N, j}$, since $\hat{\Gamma}_{j M}^{N}=0$ and that $\hat{\boldsymbol{g}}$ is factorable. One thus has

$$
\begin{equation*}
\hat{\boldsymbol{R}}=\mathcal{R}_{\alpha \mu \nu}^{\rho}\left(x^{\kappa}\right) \frac{\partial}{\partial x^{\rho}} \otimes \mathrm{d} x^{\alpha} \otimes \mathrm{d} x^{\nu} \otimes \mathrm{d} x^{\nu}+\hat{\Sigma}^{j}{ }_{k l c}\left(x^{s}\right) \frac{\partial}{\partial x^{j}} \otimes \mathrm{~d} x^{k} \otimes \mathrm{~d} x^{l} \otimes \mathrm{~d} x^{c}, \tag{3.15}
\end{equation*}
$$

with $\mathcal{R}^{\rho}{ }_{\alpha \mu \nu}$ and $\hat{\Sigma}^{j}{ }_{k l c}$ encoding the curvature of $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$ and $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$, respectively (cf. [1]). To summarize, one can still write the equation for the perturbation of the gravitational field for general bent branes,

$$
\begin{equation*}
\hat{\square} \varpi_{\mu \nu}-4 \hat{\sigma}^{i j} A_{, i} \varpi_{\mu \nu, j}=\omega^{\zeta \delta} \varpi_{\zeta[\nu} \mathcal{R}_{\mu] \delta}-2 \varpi^{\delta \rho} \mathcal{R}_{\delta \mu \rho \nu} \tag{3.16}
\end{equation*}
$$

and notice that, for solutions (2.69), (2.76), (2.90), (2.104), (2.111) and (2.121), only the Ricci tensor is written as $\mathcal{R}_{\mu \nu}=\Lambda \omega_{\mu \nu}$. For further simplifications, a maximally symmetric spacetime $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$ can be assumed, i.e. $\mathcal{R}_{\delta \mu \rho \nu}=\left(\omega_{\delta \rho} \omega_{\mu \nu}-\omega_{\delta \nu} \omega_{\mu \rho}\right) \Lambda / 3$, such that Eq. (3.16) is thus simplified into the form of

$$
\begin{equation*}
\hat{\square} \varpi_{\mu \nu}-4 \hat{\sigma}^{i j} A_{, i} \varpi_{\mu \nu, j}=\frac{2 \Lambda}{3} \varpi_{\mu \nu}, \tag{3.17}
\end{equation*}
$$

which describes the tensorial perturbation in the bulk [69].

### 3.1.1 The Decoupling Between Scalar and Tensorial Perturbations

In Sec. 3.1, the perturbations were cast form of Eq. (3.1). Just as a preliminary consideration, the general form from Eq. (3.1) should involve perturbations of the warp factor, yet this can be disregarded because the latter can always be encompassed by $\varpi_{\mu \nu}$, as follows,

$$
\begin{align*}
\overline{\boldsymbol{g}} & =e^{-2 \bar{A}}\left(\omega_{\mu \nu}+\varpi_{\mu \nu}\right) \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\sigma_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j} \\
& =e^{-2 A}\left(\omega_{\mu \nu}+\varpi_{\mu \nu}-2 \delta A \omega_{\mu \nu}\right) \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+\sigma_{i j} \mathrm{~d} y^{i} \mathrm{~d} y^{j} \tag{3.18}
\end{align*}
$$

where $\bar{A}=A+\delta A$ and $\delta A$ is the perturbation of the warp factor [69]. In which concerns the scalar perturbation related to $\delta A$, every calculation of Sec. 3.1 follows straightforwardly from defining $\tilde{\varpi}_{\mu \nu}=\varpi_{\mu \nu}-2 \delta A \omega_{\mu \nu}$.

Of course, to clear up the above statement, from a more explicit approach, once that one assumes the metric to be (3.18), the gravitational portion of the action, if expanded up to the second order in the perturbative parameters, can be written as

$$
\begin{align*}
& \bar{S}_{g}= 2 M^{4} \int \mathrm{~d}^{6} x \sqrt{-\overline{\mathrm{g}} \bar{R}} \\
&=2 M^{4} \int \mathrm{~d}^{6} x e^{-2 \bar{A}} \sqrt{-\omega \sigma}\left[\mathcal{R}+e^{-2 \bar{A}}\left(\Sigma-2 \triangle^{2} \bar{A}-20 \bar{A}^{, i} \bar{A}_{, i}\right)+10 \hat{\square} \bar{A}\right. \\
&\left.-20 \bar{A}^{, \mu} \bar{A}_{, \mu}-\varpi_{\mu \nu} \mathcal{R}^{\mu \nu}-20 \varpi^{\mu \nu} A_{, \mu} \bar{A}_{, \nu}\right] \\
&+ 2 M^{4} \int \mathrm{~d}^{6} x e^{-2 A} \sqrt{-\omega \sigma}\left[\hat{\nabla}_{S}\left(\hat{g}^{S N} \varpi^{\mu \nu} \hat{\nabla}_{N} \varpi_{\mu \nu}-\hat{g}^{S \eta} \varpi^{\mu \nu} \hat{\nabla}_{\nu} \varpi_{\mu \eta}\right)\right. \\
&-20 \varpi^{\mu}{ }_{\kappa} \varpi^{\kappa \nu} A_{, \mu} A_{, \nu}-\frac{1}{4} \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{R}+10 \varpi^{\mu}{ }_{\kappa} \varpi^{\kappa \nu} \hat{\nabla}_{\mu} \hat{\nabla}_{\nu} A \\
&-\frac{1}{4} \hat{\nabla}^{K} \varpi^{\mu \nu} \hat{\nabla}_{K} \varpi_{\mu \nu}-\frac{5}{2} \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{\square} A+5 \varpi^{\mu \nu} \varpi_{\mu \nu} A^{P} A_{, P} \\
&\left.+\frac{1}{2} \hat{\nabla}^{\nu} \varpi^{\mu \kappa} \hat{\nabla}_{\kappa} \varpi_{\mu \nu}+\varpi^{\mu}{ }_{\kappa} \varpi^{\kappa \nu} \mathcal{R}_{\mu \nu}+5 \hat{g}^{S J} \varpi^{\mu \nu}\left(2 \hat{\nabla}_{\nu} \varpi_{\mu J}-\hat{\nabla}_{J} \varpi_{\mu \nu}\right) A_{, S}\right] . \tag{3.19}
\end{align*}
$$

The only terms that can exhibit some coupling between the tensorial, $\varpi_{\mu \nu}$, and warp factor, $\delta A$, perturbations $\operatorname{are}^{6} e^{-2 \bar{A}} \varpi_{\mu \nu} \mathcal{R}^{\mu \nu}$ and $e^{-2 \bar{A}} \varpi^{\mu \nu} A_{, \mu} \bar{A}_{, \nu}$. By construction, these terms are null, since $A_{, \mu}=\phi_{, \mu}=\zeta_{, \mu}=0$. Therefore, there is no coupling between $\varpi_{\mu \nu}$ and $\delta A$, such that neither $\varpi_{\mu \nu}$ nor $\delta A$ do affect one each other.

Likewise, the effects of the scalar fields ( $\phi$ and $\zeta$ ) on the localization of gravitational fields can also be evaluated. For the metric described by Eq. (3.1), the action of the scalar fields is written as

$$
\begin{align*}
\bar{S}_{\bar{\phi}, \bar{\zeta}}= & -\int \mathrm{d} x^{6} \sqrt{-\bar{g}}\left[\frac{\bar{g}^{M N}}{2} \bar{\phi}_{, M} \bar{\phi}_{, N}+\frac{\bar{g}^{M N}}{2} \bar{\zeta}_{, M} \bar{\zeta}_{, N}+\mathcal{V}(\bar{\phi}, \bar{\zeta})\right] \\
= & -\int \mathrm{d} x^{6} \sqrt{-g}\left(1-\frac{1}{4} \varpi^{M N} \varpi_{M N}\right)\left[\frac{\bar{g}^{M N}}{2} \bar{\phi}_{, M} \bar{\phi}_{, N}+\frac{\bar{g}^{M N}}{2} \bar{\zeta}_{, M} \bar{\zeta}_{, N}+\mathcal{V}(\bar{\phi}, \bar{\zeta})\right] \\
= & \frac{1}{4} \int \mathrm{~d} x^{6} \sqrt{-g} \varpi^{M N} \varpi_{M N}\left[\frac{g^{M N}}{2} \phi_{, M} \phi \phi_{, N}+\frac{g^{M N}}{2} \zeta_{, M} \zeta_{, N}+\mathcal{V}(\phi, \zeta)\right] \\
& -\int \mathrm{d} x^{6} \sqrt{-g}\left[\frac{g^{M N}}{2} \bar{\phi}_{, M} \bar{\phi}_{, N}+\frac{g^{M N}}{2} \bar{\zeta}_{, M} \bar{\zeta}_{, N}\right. \\
& \left.+\frac{\varpi^{M N}}{2} \bar{\phi}_{, M} \bar{\phi}_{, N}+\frac{\varpi^{M N}}{2} \bar{\zeta}_{, M} \bar{\zeta}_{, N}+\mathcal{V}(\bar{\phi}, \bar{\zeta})\right], \tag{3.20}
\end{align*}
$$

[^9]where $\bar{\phi}=\phi+\delta \phi$ and $\bar{\zeta}=\zeta+\delta \zeta$. The only relevant terms for the coupling between tensorial and scalar perturbations are $\varpi^{M N} \bar{\phi}_{, M} \bar{\phi}_{, N}$ and $\varpi^{M N} \bar{\zeta}_{, M} \bar{\zeta}_{, N}$, which once again are evidently null since $\varpi^{M N} \phi_{, M}=\varpi^{M N} \zeta_{, M}=0$.

Hence, to summarize, the tensorial fluctuations, $\varpi_{\mu \nu}$, are completely decoupled from the scalar perturbations, i.e. $\delta A, \delta \phi$ and $\delta \zeta$, and the action that drives the dynamics of $\varpi_{\mu \nu}$ can be cast in the form of (3.40), as pointed out in Ref. [71]. In the above context, one can disregard the perturbations of the scalar fields when dealing with the dynamics of gravity [69]. Note that the decoupling of scalar perturbations only happen because we assumed $\varpi^{i j}$ to vanish, in general tensorial perturbations can only couple with scalar perturbations by terms alike $\varpi^{i j} \bar{\phi}_{,} \bar{\phi}_{, j}$.

### 3.1.2 The Perturbed Action

In Sec. 2.2, the action for gravity was presented to the zero-th order in $\varpi$. But to determine the dynamical portion of the perturbations one needs to determine the action to the second order in $\varpi$. The gravitational portion of the action is given by

$$
\begin{equation*}
\bar{S}_{g}=2 M^{4} \int \bar{R} \sqrt{-\overline{\mathrm{g}}} \mathrm{~d}^{6} x \tag{3.21}
\end{equation*}
$$

where $\overline{\mathrm{g}}=\operatorname{det}(g)$. Thus one is required to calculate the Ricci scalar, $\bar{R}$, and the metric determinant, $\overline{\mathrm{g}}$, both to second order in $\varpi$. To achieve one must determine the inverse of the metric and the connections to second order. The inverse metric can be written as

$$
\begin{equation*}
\overline{\boldsymbol{g}}^{-1}=e^{2 A}\left(\hat{g}^{M N}-\varpi^{M N}+\delta^{2} g^{M N}\right) \frac{\partial}{\partial x^{M}} \otimes \frac{\partial}{\partial x^{N}} \tag{3.22}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\bar{g}_{M D} \bar{g}^{D N}=\left(\hat{g}_{M D}+\varpi_{M D}\right)\left(\hat{g}^{D N}-\varpi^{D N}+\delta^{2} g^{D N}\right)=\delta_{M}^{N}, \tag{3.23}
\end{equation*}
$$

therefore one must have that

$$
\begin{equation*}
\delta^{2} g^{M N}=\varpi^{M}{ }_{D} \varpi^{D N} \tag{3.24}
\end{equation*}
$$

The connections on the other hand is given by

$$
\begin{align*}
& \bar{\Gamma}_{M N}^{P}=\hat{\Gamma}_{M N}^{P}-A_{, N} \delta_{M}^{P}-A_{, M} \delta_{N}^{P}+A_{, S} \hat{g}^{P S} \hat{g}_{M N} \\
&+A_{, S} \hat{g}^{P S} \varpi_{M N}-A_{, S} \varpi^{P S} \hat{g}_{M N}+(\delta \Gamma)_{M N}^{P}+\delta^{2} \Gamma_{M N}^{P} \tag{3.25}
\end{align*}
$$

where $\delta \Gamma$ are $\delta^{2} \Gamma$ are tensor fields. The condition of compatibility between the metric and the covariant derivative then implies

$$
\bar{\nabla}_{P} \bar{g}_{M N}=0 \Longrightarrow\left\{\begin{array}{l}
\hat{\nabla}_{P} \varpi_{M N}=\hat{g}_{M K} \delta \Gamma_{N P}^{K}+\hat{g}_{N K} \delta \Gamma_{M P}^{K}  \tag{3.26}\\
\hat{g}_{M K} \delta^{2} \Gamma_{N P}^{K}+\hat{g}_{N K} \delta^{2} \Gamma_{M P}^{K}=-\varpi_{M K} \delta \Gamma_{N P}^{K}-\varpi_{N K} \delta \Gamma_{M P}^{K}
\end{array}\right.
$$

The first equation is exactly (3.7), and from it we have already isolated $\delta \Gamma_{M N}^{P}$,

$$
\begin{equation*}
\delta \Gamma_{M N}^{P}=\frac{1}{2} \hat{g}^{P K}\left(\hat{\nabla}_{N} \varpi_{M K}+\hat{\nabla}_{M} \varpi_{K N}-\hat{\nabla}_{K} \varpi_{M N}\right) . \tag{3.27}
\end{equation*}
$$

From equation (3.26), one now isolates $\delta^{2} \Gamma_{M N}^{P}$ by summing the permutations in a particular order to find

$$
\begin{equation*}
\delta^{2} \Gamma_{M N}^{P}=\frac{1}{2}\left(\varpi^{-1}\right)^{S K}\left(\hat{\nabla}_{N} \varpi_{M D}+\hat{\nabla}_{M} \varpi_{D N}-\hat{\nabla}_{D} \varpi_{M N}\right) . \tag{3.28}
\end{equation*}
$$

All the previous can be substituted in the expression of the Ricci scalar, to find it to second order in $\varpi$,

$$
\begin{align*}
\bar{R}= & e^{2 A}\left\{\hat{R}-\varpi_{P K} \hat{R}^{P K}+\varpi^{M}{ }_{D} \varpi^{D N} \hat{R}_{M N}+\hat{\nabla}_{S}\left[\hat{\nabla}_{M} \varpi^{S M}-\hat{g}^{M N} \hat{\nabla}^{S} \varpi_{M N}\right.\right. \\
& \left.-\hat{g}^{M N} \varpi^{S D} \hat{\nabla}_{N} \varpi_{M D}+\hat{g}^{S N} \varpi^{P D} \hat{\nabla}_{N} \varpi_{P D}-\hat{g}^{S N} \varpi^{P D} \hat{\nabla}_{D} \varpi_{P N}+\hat{g}^{M N} \varpi^{S D} \hat{\nabla}_{D} \varpi_{M N}\right] \\
& -\frac{1}{4} \hat{g}^{M N} \hat{g}^{P S} \hat{\nabla}^{K} \varpi_{P S} \hat{\nabla}_{K} \varpi_{M N}+\frac{1}{2} \hat{\nabla}^{K} \varpi^{M N} \hat{\nabla}_{N} \varpi_{M K}-\frac{1}{4} \hat{\nabla}^{K} \varpi^{M N} \hat{\nabla}_{K} \varpi_{M N} \\
& +10\left[\hat{\square} A-\frac{1}{2} \hat{g}^{S J} \hat{g}^{P K}\left(2 \hat{\nabla}_{K} \varpi_{P J}-\hat{\nabla}_{J} \varpi_{P K}\right) A_{, S}-\varpi^{P K} \hat{\nabla}_{P} \hat{\nabla}_{K} A+\varpi^{P}{ }_{J} \varpi^{J K} \hat{\nabla}_{P} \hat{\nabla}_{K} A\right. \\
& \left.+\frac{1}{2} \hat{g}^{S J} \varpi^{P K}\left(2 \hat{\nabla}_{K} \varpi_{P J}-\hat{\nabla}_{J} \varpi_{P K}\right) A_{, S}+\frac{1}{2} \hat{g}^{P K} \varpi^{S J}\left(2 \hat{\nabla}_{K} \varpi_{P J}-\hat{\nabla}_{J} \varpi_{P K}\right) A_{, S}\right] \\
& \left.-20\left[\hat{g}^{P K} A_{, P} A_{, K}-\varpi^{P K} A_{, P} A_{, K}+\varpi^{P}{ }_{J} \varpi^{J K} A_{, P} A_{, K}\right]\right\}, \tag{3.29}
\end{align*}
$$

On the other hand, the determinant of the metric is given by

$$
\begin{align*}
\sqrt{-\bar{g}} & =e^{-6 A} \sqrt{-\operatorname{det}\left[\hat{g}_{M N}+\varpi_{M N}\right]}=e^{-6 A} \sqrt{-\operatorname{det}\left[\hat{g}_{S N}\right] \operatorname{det}\left[\delta_{M}^{S}+\hat{g}^{S P} \varpi_{P M}\right]} \\
& =e^{-6 A} \sqrt{-\hat{g}} \sqrt{1+\varpi^{M}{ }_{M}-\frac{1}{2} \varpi^{M N} \varpi_{M N}+\frac{1}{2} \varpi^{M}{ }_{M} \varpi^{N}{ }_{N}} \\
& =e^{-6 A} \sqrt{-\hat{g}}\left(1+\frac{1}{2} \varpi^{M}{ }_{M}-\frac{1}{4} \varpi^{M N} \varpi_{M N}+\frac{1}{8} \varpi^{M}{ }_{M} \varpi^{N}{ }_{N}\right) \tag{3.30}
\end{align*}
$$

Substituting Eqs. (3.29) and (3.30) in action (3.21), then introducing the assumed constraints, $\varpi_{M i}=A_{, \mu}=0$, fixing the gauge $\hat{\nabla}^{M} \varpi_{M N}=\hat{g}^{M N} \varpi_{M N}=0$ and discarding boundary terms, leads to the gravitational perturbed action

$$
\begin{equation*}
S_{g}=2 M^{4} \int \mathrm{~d}^{6} x \sqrt{-g} R \tag{3.31}
\end{equation*}
$$

and

$$
\begin{align*}
\delta S_{g}= & 2 M^{4} \int \mathrm{~d}^{6} x e^{-4 A} \sqrt{-\hat{g}}\left\{-\frac{1}{4} \hat{\nabla}^{K} \varpi^{\mu \nu} \hat{\nabla}_{K} \varpi_{\mu \nu}-\frac{1}{4} \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{R}-\frac{5}{2} \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{\square} A\right. \\
& \left.+5 \varpi^{\mu \nu} \varpi_{\mu \nu} A^{, i} A_{, i}+\frac{1}{2} \hat{\nabla}^{\kappa} \varpi^{\mu \nu} \hat{\nabla}_{\nu} \varpi_{\mu \kappa}+\varpi^{\mu} \varpi^{\delta \nu} \hat{R}_{\mu \nu}-\hat{g}^{i j} \varpi^{\mu \nu} \hat{\nabla}_{j} \varpi_{\mu \nu} A_{, i}\right\}, \tag{3.32}
\end{align*}
$$

where $S_{g}$ represents the zero-th order term, and from it the Planck scale was determined in Sec. 2.2. It is $\delta S_{g}$ that contains the dynamical portion of the perturbations. But to
realize the complete formalism one still needs to determine the action for the matter fields, to second order in $\varpi$, which is given by

$$
\begin{align*}
\bar{S}_{M}= & \int \mathrm{d}^{6} x \sqrt{-\bar{g}}\left(-\frac{\bar{g}^{M N}}{2} \phi_{,_{M}} \phi_{, N}-\frac{\bar{g}^{M N}}{2} \zeta_{, M} \zeta_{, N}-V\right) \\
= & \int \mathrm{d}^{6} x e^{-6 A} \sqrt{-\hat{g}}\left(1-\frac{1}{4} \varpi^{M N} \varpi_{M N}\right)\left[-\frac{e^{2 A}\left(\hat{g}^{M N}-\varpi^{M N}+\varpi^{M D} \varpi^{N}{ }_{D}\right)}{2} \phi_{, M} \phi_{, N}\right. \\
& \left.\quad-\frac{e^{2 A}\left(\hat{g}^{M N}-\varpi^{M N}+\varpi^{M D} \varpi^{N}{ }_{D}\right)}{2} \zeta_{, M} \zeta_{, N}-V\right] \\
= & \int \mathrm{d}^{6} x e^{-6 A} \sqrt{-\hat{g}}\left(1-\frac{1}{4} \varpi^{M N} \varpi_{M N}\right)\left[-\frac{g^{M N}}{2} \phi_{, M} \phi_{, N}-\frac{g^{M N}}{2} \zeta_{, M} \zeta_{, N}-V\right] \\
= & S_{M}+\delta S_{M}, \tag{3.33}
\end{align*}
$$

where one defines

$$
\begin{equation*}
S_{M}=\int \mathrm{d}^{6} x \sqrt{-g}\left[-\frac{g^{M N}}{2} \phi_{, M} \phi_{, N}-\frac{g^{M N}}{2} \zeta_{, M} \zeta_{, N}-V\right] \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta S_{M}=\int \mathrm{d}^{6} x e^{-6 A} \sqrt{-\hat{g}} \frac{1}{4} \varpi^{M N} \varpi_{M N}\left[\frac{g^{M N}}{2} \phi_{, M} \phi_{, N}+\frac{g^{M N}}{2} \zeta_{, M} \zeta_{, N}+V\right] \tag{3.35}
\end{equation*}
$$

The perturbed portion of the matter action can be better expressed if one employs that

$$
\begin{equation*}
\varpi^{M J} \varpi^{D}{ }_{M} T_{J D}=-e^{-2 A} \varpi^{M N} \varpi_{N M}\left(\frac{\phi^{, K} \phi_{, K}}{2}+\frac{\zeta^{, K} \zeta_{, K}}{2}+V\right), \tag{3.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\varpi^{M J} \varpi^{D}{ }_{M} \frac{T_{J D}}{4 M^{4}}=\varpi^{\mu \kappa} \varpi^{\delta}{ }_{\mu} \hat{G}_{\kappa \delta}-4 \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{\square} A+6 \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{g}^{i j} A_{, i} A_{, j} . \tag{3.37}
\end{equation*}
$$

Substituting in the perturbed matter action leads to

$$
\begin{equation*}
\delta S_{M}=-M^{4} \int \mathrm{~d}^{6} x e^{-4 A} \sqrt{-\hat{g}}\left(\varpi^{\mu \kappa} \varpi^{\delta}{ }_{\mu} \hat{G}_{\kappa \delta}-4 \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{\square} A+6 \varpi^{\mu \nu} \varpi_{\mu \nu} \hat{g}^{i j} A_{, i} A_{, j}\right) . \tag{3.38}
\end{equation*}
$$

Resuming from the total action,

$$
\begin{equation*}
\bar{S}=\bar{S}_{g}+\bar{S}_{M}=S_{g}+S_{M}+\delta S_{g}+\delta S_{M}=S+\delta S \tag{3.39}
\end{equation*}
$$

substituting Eqs. (3.32) and (3.38), imposing a constant curvature space ${ }^{7}$, and discarding boundary terms, one finds the total perturbed action as

$$
\begin{align*}
& \delta S=2 M^{4} \int \mathrm{~d}^{6} x e^{-4 A} \sqrt{-\hat{g}}\left[-\frac{1}{4} \hat{\nabla}^{K} \varpi^{\mu \nu} \hat{\nabla}_{K} \varpi_{\mu \nu}-\hat{g}^{i j} \varpi^{\mu \nu} \hat{\nabla}_{j} \varpi_{\mu \nu} A_{, i}\right. \\
&\left.+\varpi^{\mu \nu} \varpi_{\mu \nu}\left(2 A^{, i} A_{, i}-\frac{\Lambda}{6}-\frac{1}{2} \hat{\square} A\right)\right] \tag{3.40}
\end{align*}
$$

which will later select the localized solutions of Eq. (3.17), which namely describe the four-dimensional gravity. Varying action (3.40) with respect to $\varpi^{M N}$ reduces to Eq. (3.17), as expected.
$\overline{7} \mathcal{R}_{\epsilon \mu \nu \kappa}=\frac{\Lambda}{3}\left(\omega_{\epsilon \nu} \omega_{\mu \kappa}-\omega_{\epsilon \kappa} \omega_{\mu \nu}\right)$.

### 3.1.3 The Quantum Mechanical Analogy

Eq. (3.17) can be readily refined by assuming a separation of variables algorithm,

$$
\begin{equation*}
\varpi_{\mu \nu}=\sum_{m \in \mathbb{I}} \Phi_{m}(u, v) \widetilde{\varpi}_{\mu \nu}^{m}\left(x^{\rho}\right), \tag{3.41}
\end{equation*}
$$

which implies into two equations,

$$
\begin{equation*}
\left(\boldsymbol{\Delta}-m^{2}\right) \widetilde{\varpi}_{\mu \nu}^{m}=0 \tag{3.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\triangle}^{2} \Phi_{m}-4 \hat{\sigma}^{i j} A_{, i} \Phi_{m, j}=\left(\frac{2 \Lambda}{3}-m^{2}\right) \Phi_{m} \tag{3.43}
\end{equation*}
$$

where $\boldsymbol{\Delta}=\omega^{\alpha \beta} \hat{\nabla}_{\alpha} \hat{\nabla}_{\beta}, \hat{\triangle}^{2}=\hat{\sigma}^{i j} \hat{\nabla}_{i} \hat{\nabla}_{j}$ and $m^{2}$ is a separation constant.
A simpler form of Eq. (3.43) can be achieved by rescaling the field $\Phi_{m}=e^{2 A} \chi_{m}$, so as to give

$$
\begin{equation*}
-\hat{\triangle}^{2} \chi_{m}+2\left(2 \hat{\sigma}^{i j} A_{, i} A_{, j}-\hat{\triangle}^{2} A\right) \chi_{m}=\left(m^{2}-\frac{2 \Lambda}{3}\right) \chi_{m} \tag{3.44}
\end{equation*}
$$

which shall be identified with a time independent Schrödinger-like equation in curved space $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$, with the energy $E_{Q M}=m^{2}-2 \Lambda / 3$ and the "quantum mechanical" potential

$$
\begin{equation*}
V_{Q M}(u, v)=2\left(2 A^{i} A_{, i}-\hat{\triangle}^{2} A\right)=2\left[2 \hat{\sigma}^{i j} A_{, i} A_{, j}-\frac{1}{\sqrt{\hat{\sigma}}}\left(\sqrt{\hat{\sigma}} \hat{\sigma}^{i j} A_{, i}\right)_{, j}\right] \tag{3.45}
\end{equation*}
$$

A "flat" Schrödinger-like equation is indeed solely justified for a conformally flat metric $(\bar{f}=\bar{h}=0 \Longleftrightarrow \hat{\boldsymbol{\sigma}}=\boldsymbol{\gamma})$, with $\gamma=\operatorname{diag}(1,1)$ [69]. Otherwise the curvature of $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$ is completely arbitrary, and the curvature intricacies introduce the possibility of some additional localization aspect [69].

The set $\mathbb{I}$ is populated by the eigenvalues of Eq. (3.44), which give the masses of the gravitational fluctuations [69]. If $\mathbb{I}$ does not contain any tachyonic states, i.e. states with imaginary masses $\left(m^{2}<0\right)$, then the brane model is stable by tensorial perturbations. Otherwise, the configuration may present instabilities.

### 3.1.4 On the Stability of the Scalar Fields

As identified in previous sections, the scalar field perturbation is completely decoupled from tensorial ones, thus it be addressed separately. If the potential for the scalar fields do not present a local minima, occurrence of instabilities is not discarded [69]. However, the dynamics of the scalar field is not only governed by the potential, but also by the curvature of space, i.e. $A, h$ and $f$. Thus, even if there not being local minima from $\mathcal{V}$, stable configurations are possible under particular conditions [69]. As an example, consider models $I I I, I V$ and $V[1]$. The scalar field $\phi$ follows a similar structure to the ones found
in five-dimensional models [81, 82, 83,1$]$, thus should be stable by extension. Since model $I V$ only presents one scalar field $(\phi)$ it should be stable [69]. On the other hand, scalar field $\zeta$ could exhibit instabilities in models $I I I$ and $V$, since potential $\mathcal{V}$ is independent on $\zeta$ [69]. But the existence of curvature implies in the constraint equation,

$$
\begin{equation*}
\square(\zeta+\delta \zeta)=0 \Longrightarrow \hat{\square}(\delta \zeta)-4 \hat{\sigma}^{i j} A_{, i}(\delta \zeta)_{, j}=0 \tag{3.46}
\end{equation*}
$$

Therefore, the scalar field $\zeta$ satisfies the same stability equation (with $\Lambda=0$ ) as the gravitational field (cf. Eq. (3.17)), and should be stable if the gravitational field is ${ }^{8}$ [69]. The stability of braneworld models is thus completely determined by the tensorial perturbations [69].

### 3.1.5 The Effective Action and Localization

The quantum mechanical analogy can be further extended by determining the effective action and analyzing its properties [69]. Following the same algorithm from Eq. (3.41), the action for the perturbations can be written as

$$
\begin{align*}
& \delta S=2 M^{4} \sum_{m_{1}, m_{2} \in \mathbb{I}} \int \mathrm{~d}^{6} x e^{-4 A} \sqrt{-\hat{g}}\left\{-\frac{1}{4} \Phi_{m_{1}} \Phi_{m_{2}} \hat{\nabla}^{\kappa}\left(\widetilde{\varpi}_{m_{1}}\right)^{\mu \nu} \hat{\nabla}_{\kappa}\left(\widetilde{\varpi}_{m_{2}}\right)_{\mu \nu}\right. \\
&-\frac{1}{4}\left(\widetilde{\varpi}_{m_{1}}\right)^{\mu \nu}\left(\widetilde{\varpi}_{m_{2}}\right)_{\mu \nu} \hat{\nabla}^{i} \Phi_{m_{1}} \hat{\nabla}_{i} \Phi_{m_{2}}-\hat{\sigma}^{i j} \Phi_{m_{1}}\left(\widetilde{\varpi}_{m_{1}}\right)^{\mu \nu}\left(\widetilde{\varpi}_{m_{2}}\right)_{\mu \nu} \hat{\nabla}_{j} \Phi_{m_{2}} A_{, i} \\
&\left.+\Phi_{m_{1}} \Phi_{m_{2}}\left(\widetilde{\varpi}_{m_{1}}\right)^{\mu \nu}\left(\widetilde{\varpi}_{m_{2}}\right)_{\mu \nu}\left(2 A^{i} A_{, i}-\frac{\Lambda}{6}-\frac{1}{2} \hat{\square} A\right)\right\}, \tag{3.47}
\end{align*}
$$

where one has employed the fact that $\hat{\nabla}_{i}\left[\Phi_{m_{j}}\left(\widetilde{\varpi}_{m_{j}}\right)^{\mu \nu}\right]=\left(\widetilde{\varpi}_{m_{j}}\right)^{\mu \nu} \hat{\nabla}_{i} \Phi_{m_{j}}$, which is true because $\hat{\boldsymbol{g}}$ is factorisable and $\hat{\Gamma}_{j \mu}^{\nu}$ vanishes. After some straightforward simplifications, Eq. (3.47) can be reduced to

$$
\begin{align*}
& \delta S=2 M^{4} \sum_{m, \tilde{m} \in \mathbb{I}} \int \mathrm{~d}^{2} x \sqrt{\hat{\sigma}} e^{-4 A} \Phi_{\tilde{m}} \Phi_{m} \int \mathrm{~d}^{4} x \sqrt{-\omega}\left\{-\frac{1}{4} \hat{\nabla}^{\kappa}\left(\widetilde{\varpi}_{m}\right)^{\mu \nu} \hat{\nabla}_{\kappa}\left(\widetilde{\varpi}_{\tilde{m}}\right)_{\mu \nu}\right. \\
&\left.-\frac{m^{2}}{4}\left(\widetilde{\varpi}_{m}\right)^{\mu \nu}\left(\widetilde{\varpi}_{\tilde{m}}\right)_{\mu \nu}\right\} \tag{3.48}
\end{align*}
$$

and after rescaling the scalar field by $\Phi_{m}=e^{2 A} \chi_{m}$, one finds

$$
\begin{equation*}
\delta S=-\frac{M^{4}}{2} \sum_{m, \tilde{m} \in \mathbb{I}} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{\tilde{m}} \chi_{m} \int \mathrm{~d}^{4} x \sqrt{-\omega}\left(\hat{\nabla}^{\kappa} \widetilde{\varpi}_{m}^{\mu \nu} \hat{\nabla}_{\kappa} \widetilde{\varpi}_{\mu \nu}^{\tilde{m}}+m^{2} \widetilde{\varpi}_{m}^{\mu \nu} \widetilde{\varpi}_{\mu \nu}^{\tilde{m}}\right) \tag{3.49}
\end{equation*}
$$

which corresponds to the same problem driven by Eq. (3.42), if and only if the gravitational modes are

[^10]1. Normalizable, i.e. $0<\int \mathrm{d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}{ }^{2} \neq \infty, \quad \forall m \in \mathbb{I}$;
2. Orthogonal, i.e. $\int \mathrm{d}^{2} y \sqrt{\hat{\sigma}} \chi_{\tilde{m}} \chi_{m}=0$ if $m \neq \tilde{m}$.

When the above conditions are satisfied, for operators compatible with $\boldsymbol{\omega}$, the action reads

$$
\begin{equation*}
\delta S=-\frac{M^{4}}{2} \sum_{m \in \mathbb{I}} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}^{2} \int \mathrm{~d}^{4} x \sqrt{-\omega}\left(\Delta^{\kappa} \widetilde{\varpi}_{m}^{\mu \nu} \Delta_{\kappa} \widetilde{\varpi}_{\mu \nu}^{m}+m^{2} \widetilde{\varpi}_{m}^{\mu \nu} \widetilde{\varpi}_{\mu \nu}^{m}\right), \tag{3.50}
\end{equation*}
$$

which does not provide a coupling between the different states $\widetilde{\varpi}_{m_{i}}$. In this scope, variations of action (3.50) lead to the Eq. (3.42). In particular, in higher-dimensional theories there should be as many massive gravitons as can be fit in the set $\mathbb{I}$, which contains the normalizable states of the Schrödinger equation (3.44) [69].

The requirement of normalizability again ratifies the quantum mechanical analogy. The gravitational modes $\chi_{m}$ must satisfy a Schrödinger-like equation and be normalized in the curved space $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$, and the localization of gravity at the vicinity of the brane now becomes contingent on the "quantum mechanical" problem described by Eqs. (3.44) and (3.50) [69]. The problem of locality is then reduced to solving the "quantum mechanical" problem described by Eq. (3.44) according to the normalization condition from Eq. (3.50) [69].

One can also note that the gravitational strength of the gravitation perturbation is directly related to such normalizability,

$$
\begin{equation*}
\frac{M^{4}}{2} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}^{2} \tag{3.51}
\end{equation*}
$$

here this value is of no importance, what really matters is that $\int \mathrm{d}^{2} x \sqrt{\hat{\sigma}} \chi_{m}{ }^{2}$ is finite, or in other words, each of the states $\chi_{m}$ are normalizable in the curved space $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$. One can understand this condition as follows. If the $\chi_{m}$ were not normalizable the effective gravitational strength $G$, of such mode, would be zero, then no four-dimensional effective gravitational interaction would happen in the brane, since gravity would not couple to four-dimensional matter, gravity would not look four-dimensional and the graviton would not be "localized" in the brane.

### 3.1.6 The Newtonian Limit

Rigorously, for thick braneworlds, matter fields should be smeared over the bulk [69]. But, for the sake of simplicity, the gravitational potential will be generated by a point-like source of mass ${ }^{9} \mathcal{M}$. From a general standpoint, one may write the action of matter fields as

$$
\begin{equation*}
S_{\mathcal{M}}=\int \mathrm{d}^{6} x \sqrt{-\bar{g}} \mathcal{L}_{\mathcal{M}}(\Phi, \overline{\boldsymbol{g}}), \tag{3.52}
\end{equation*}
$$

[^11]where $\Phi$ represents all matter fields. If $\overline{\boldsymbol{g}}=\boldsymbol{g}+\varpi$, where $\varpi$ is a perturbation, then the matter action to first order in $\varpi$ takes the form
\[

$$
\begin{equation*}
S_{\mathcal{M}}=\int \mathrm{d}^{6} x \sqrt{-g} \mathcal{L}_{\mathcal{M}}(\Phi, \boldsymbol{g})+\sum_{m \in \mathbb{I}} \int \mathrm{~d}^{6} x e^{-6 A} \sqrt{-\hat{g}} \chi_{m}\left(\widetilde{\varpi}_{m}\right)_{\mu \nu} \frac{T^{\mu \nu}}{2} \tag{3.53}
\end{equation*}
$$

\]

where $T^{\mu \nu}$ is the stress energy tensor calculated out of $\mathcal{L}_{\mathcal{M}}(\Phi, \boldsymbol{g})$. On the other hand, if the matter is regarded as a point-like particle of mass $\mathcal{M}$, then the stress energy tensor is,

$$
\begin{equation*}
S_{p}=\mathcal{M} \int \mathrm{d} \tau \sqrt{-g_{M N} \mathbf{v}^{M} \mathbf{v}^{N}} \Longrightarrow T^{M N}\left(x^{Q}\right)=\frac{\mathcal{M} \delta\left(x^{Q}-x^{P}\right) \mathrm{v}^{M}\left(x^{P}\right) \mathrm{v}^{N}\left(x^{P}\right)}{\sqrt{-g}} \tag{3.54}
\end{equation*}
$$

Therefore, the action of a point-like particle, after substituting (3.54) into (3.53), up to the first order in $\varpi$, is written as

$$
\begin{equation*}
\delta S_{p}=-\frac{\mathcal{M}}{2} \sum_{m \in \mathbb{I}} \int \mathrm{~d}^{6} x \chi_{m} \delta\left(x^{Q}-x^{P}\right) \widetilde{\varpi}_{\mu \nu}^{m} v^{\mu} \mathrm{v}^{\nu} \tag{3.55}
\end{equation*}
$$

where v represents the velocity of the particle in space-time and $x^{P}$ is the position in $\mathbb{E}^{6}$. After a re-parameterization of the proper time so to satisfy $\omega_{\mu \nu} \mathrm{v}^{\mu} \mathrm{v}^{\nu}=-1$, for a particle at $y_{0}^{i}$, the total action, to the leading order in $\varpi$, becomes

$$
\begin{align*}
\delta S=-\sum_{m \in \mathbb{I}}\left[\frac{M^{4}}{2} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}^{2} \int\right. & \mathrm{d}^{4} x \sqrt{-\omega}\left(\Delta^{\kappa} \widetilde{\varpi}_{m}^{\mu \nu} \Delta_{\kappa} \widetilde{\varpi}_{\mu \nu}^{m}+m^{2} \widetilde{\varpi}_{m}^{\mu \nu} \widetilde{\varpi}_{\mu \nu}^{m}\right) \\
& \left.+\frac{\mathcal{M}}{2} e^{2 A\left(y_{0}^{i}\right)} \chi_{m}\left(y_{0}^{i}\right) \int \mathrm{d} x^{4} \delta\left(x^{\mu}-x^{\alpha}\right) \widetilde{\varpi}_{\mu \nu}^{m} v^{\mu} v^{\nu}\right] \tag{3.56}
\end{align*}
$$

where $x^{\alpha}$ and $y_{0}^{i}$ represent the position of the point-like particle in $\mathbb{M}^{4}$ and $\mathbb{B}^{2}$, respectively. Varying with respect to $\varpi$ leads to the equations of motion

$$
\begin{equation*}
\left(\Delta^{2}-m^{2}\right) \tilde{\varpi}_{\mu \nu}^{m}=\frac{\mathcal{M} e^{2 A\left(y_{0}^{i}\right)} \chi_{m}\left(y_{0}^{i}\right)}{2 M^{4} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}^{2}} \frac{\mathrm{v}_{\mu} \mathrm{v}_{\nu} \delta\left(x^{\mu}-x^{\alpha}\right)}{\sqrt{-\omega}} \tag{3.57}
\end{equation*}
$$

Hence, the Newtonian limit is obtained through the 00 component of Eq. (3.57), with $v^{1}=v^{2}=v^{3}=0$ and $v^{0}=1 / \sqrt{-\omega_{00}}$, for a static particle [69]. Also supposing that the particle finds itself at the center of a system of coordinates $(r=0)$, the configuration has been stabilized, i.e. with $\widetilde{\varpi}$ independent of time, and the space displacements for identifying the Newtonian potential are not of cosmological scale $(r \sim 1 / \sqrt{\Lambda})$ [69]. It allows for setting the approximation $\boldsymbol{\omega} \approx \boldsymbol{\eta}$ so to simplify the equations of motion into the form of

$$
\begin{equation*}
\left(\nabla^{2}-m^{2}\right) \tilde{\varpi}_{00}^{m}=\frac{\mathcal{M} e^{2 A\left(y_{0}^{i}\right)} \chi_{m}\left(y_{0}^{i}\right)}{2 M^{4} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}^{2}} \delta(\mathbf{r}) \tag{3.58}
\end{equation*}
$$

with the direct solution ${ }^{10}$

$$
\begin{equation*}
\tilde{\varpi}_{00}^{m}=\frac{\mathcal{M} e^{2 A\left(y_{0}^{i}\right)} \chi_{m}\left(y_{0}^{i}\right)}{8 \pi M^{4} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}{ }^{2}} \frac{e^{-m r}}{r} \tag{3.59}
\end{equation*}
$$

[^12]so to obtain the Newtonian potential,
\[

$$
\begin{equation*}
\phi_{N}(r)=\frac{\varpi_{00}\left(y_{0}^{i}, r\right)}{4}=\sum_{m \in \mathbb{I}} \frac{\mathcal{M} e^{4 A\left(y_{0}^{i}\right)}\left[\chi_{m}\left(y_{0}^{i}\right)\right]^{2}}{32 \pi M^{4} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} \chi_{m}^{2}} \frac{e^{-m r}}{r} \tag{3.60}
\end{equation*}
$$

\]

which can be considered in order to make the connection with the phenomenology of braneworlds [69].

### 3.2 The Quantum Analogue Problem for Separable Solutions

The prescription of the preceding subsections can be readily particularized to separable solutions. For the geometries described by Eq. (2.47), the quantum problem, Eq. (3.44), is characterized by the equation

$$
\begin{align*}
& -e^{\tilde{f}-\tilde{h}}\left(e^{\tilde{f}-\tilde{h}} \chi_{m, u}\right)_{, u}-e^{\hat{h}-\hat{f}}\left(e^{\hat{h}-\hat{f}} \chi_{m, v}\right)_{, v}+2\left[2 e^{2 \tilde{f}-2 \tilde{h}} \tilde{A}_{, u}^{2}-e^{\tilde{f}-\tilde{h}}\left(e^{\tilde{f}-\tilde{h}} \tilde{A}_{, u}\right)_{, u}\right] \chi_{m} \\
& \quad+2\left[2 e^{2 \hat{h}-2 \hat{f}} \hat{A}_{, v}{ }^{2}-e^{\hat{h}-\hat{f}}\left(e^{\hat{h}-\hat{f}} \hat{A}_{, v}\right)_{, v}\right] \chi_{m}=e^{2 \tilde{A}-2 \tilde{h}} e^{2 \hat{A}-2 \hat{f}}\left(m^{2}-\frac{2 \Lambda}{3}\right) \chi_{m} . \tag{3.61}
\end{align*}
$$

A separation of variables technique, with $\chi_{m}=e^{\frac{\hat{f}-\hat{h}}{2}} \sum_{k \in \mathbb{K}} \tilde{\chi}_{k}(u) \hat{\chi}_{k m}(v)$, can be applied to Eq. (3.61) if:

1. $m=\sqrt{2 \Lambda / 3}$ (i.e. the zero mode);
2. $\tilde{h}=\tilde{A}$ or $\hat{f}=\hat{A}$.

If $\tilde{h} \neq \tilde{A}$ and $\hat{f} \neq \hat{A}$ the solutions of Eq. (3.61) are not separable unless $m=\sqrt{2 \Lambda / 3}$, which always has the solution $\chi_{0}=b e^{-2 A}$, as can be seen from Eq. (3.43) [71]. On the other hand, whenever $\tilde{h}=\tilde{A}$ the variables are separable and Eq. (3.61) is reduced to two equations

$$
\begin{equation*}
-e^{\tilde{f}-\tilde{A}}\left(e^{\tilde{f}-\tilde{A}} \tilde{\chi}_{m k, u}\right)_{, u}+2\left[2 e^{2 \tilde{f}-2 \tilde{A}} \tilde{A}_{, u}^{2}-e^{\tilde{f}-\tilde{A}}\left(e^{\tilde{f}-\tilde{A}} \tilde{A}_{, u}\right)_{, u}\right] \tilde{\chi}_{m k}=k^{2} \tilde{\chi}_{m k} \tag{3.62}
\end{equation*}
$$

and

$$
\begin{align*}
-\hat{\chi}_{m k, v v}+\left[4 \hat{A}_{, v}^{2}-\right. & 2(\hat{h}-\hat{f})_{, v} \hat{A}_{, v}-2 \hat{A}_{, v v}-\frac{1}{2}(\hat{f}-\hat{h})_{, v v} \\
& \left.+\frac{1}{4}\left(\hat{f}_{, v}-\hat{h}_{, v}\right)^{2}+e^{2 \hat{f}-2 \hat{h}} k^{2}\right] \hat{\chi}_{m k}=e^{2 \hat{A}-2 \hat{h}}\left(m^{2}-\frac{2 \Lambda}{3}\right) \hat{\chi}_{m k} \tag{3.63}
\end{align*}
$$

The normalization of the gravitational modes is fixed by

$$
\begin{equation*}
\int \sqrt{\hat{\sigma}} \chi_{m}{ }^{2} \mathrm{~d} u \mathrm{~d} v=\sum_{k \in \mathbb{K}} \int e^{\tilde{A}-\tilde{f}} \tilde{\chi}_{k}^{2} \mathrm{~d} u \int e^{2 \hat{A}-2 \hat{h}} \hat{\chi}_{m k}{ }^{2} \mathrm{~d} v<\infty \tag{3.64}
\end{equation*}
$$

Eq. (3.62) and the normalization condition for $\tilde{\chi}_{k}$ are precisely the same as in five dimensions ${ }^{11}$ [69]. However, Eq. (3.63) represents a distinct problem ${ }^{12}$, as it shall be discussed in the following.

[^13]
### 3.2.1 Intersecting-like Models

Following the same procedure, a separation of variables technique can be applied to intersecting-like models if:

1. $m=\sqrt{2 \Lambda / 3}$ (i.e. the zero mode);
2. $p=0($ or $p=1)$ (i.e. for models $I I I, I V, V$ and $V I)$.

Models $I$ and $I I$ will not present separable solutions, thus we will only be concerned with the zero modes for these models. On the other hand, the Schrödinger-like equation for models $I I I$ to $V I$ will be separable, but one will not always be able to solve the resulting equations. Solely model $I V$ will have its full massive spectrum determined analytically.

### 3.2.1.1 Intesecting Branes: Models $I$ and $I I$

As argued before, for the $p \neq 0$ constructions, i.e. models $I$ and $I I$, one can merely determine the zero modes as, respectively,

$$
\begin{equation*}
\chi_{0}^{I}=B^{I} \sqrt{\cosh \left(2 c_{u} u\right)\left|\cos \left(\frac{\varphi}{2}\right)\right|} \tag{3.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{0}^{I I}=B^{I I} \sqrt{\left|\cos \left(\frac{\theta}{2}\right) \cos \left(\frac{\varphi}{2}\right)\right|} \tag{3.66}
\end{equation*}
$$

where $B^{I}$ and $B^{I I}$ are normalization constants. Wave functions (3.65) and (3.66) are normalizable, since

$$
\begin{equation*}
\int \sqrt{\hat{\sigma}}\left(\chi_{0}^{I}\right)^{2} \mathrm{~d} u \mathrm{~d} v=\frac{r\left(B^{I}\right)^{2}}{2 c_{u}} \frac{\pi \Gamma\left(\frac{p+3}{4}\right) \Gamma\left(\frac{p-2}{4}\right)}{\Gamma\left(\frac{p+5}{4}\right) \Gamma\left(\frac{p}{4}\right)} \tag{3.67}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \sqrt{\hat{\sigma}}\left(\chi_{0}^{I I}\right)^{2} \mathrm{~d} u \mathrm{~d} v=r \rho\left(B^{I I}\right)^{2} \frac{\pi \Gamma\left(\frac{4-p}{4}\right) \Gamma\left(\frac{p+3}{4}\right)}{\Gamma\left(\frac{6-p}{4}\right) \Gamma\left(\frac{p+5}{4}\right)} \tag{3.68}
\end{equation*}
$$

Additional massive modes are not straightforwardly obtained, thus the corrections to the Newtonian gravity cannot be evaluated. The associated Planck scale $M_{p l}$ is depicted in Fig. 16.

Ordinarily, for brane models, the gravitational scale is controlled by the parameters $c_{u}$ and $c_{v}$. In contrast, the strength of gravity for models $I$ and $I I$ can be set by choosing the parameter $p$, which can take widely different values when $p \gtrsim 2$, for model $I$, or $p \lesssim 4$, for model $I I$ [69]. This is relevant when addressing the hierarchy problem, because a large Planck scale can be achieved for any value of $c_{u}$ and $c_{v}$. Unfortunately, model $I$ is plagued


Figure 16 - The Planck scale $M_{p l}^{*}=2 M_{p l} \sqrt{c_{u} c_{v}} / M^{2} \sqrt{\pi}$ as a function of $p$. The plots are for model $I$ (red line) and $I I$ (black line).
by several modeling issues: the stress energy tensor has singularities and the total defect energy formation is infinite. Model $I I$ on the other hand only presents singularities [69].

Even though models $I$ and $I I$ are constructed from the same solution, the transition from one to the other involves redefining $c_{u}$ from completely real, for model $I$, to completely imaginary, for model $I I$ [69]. This transition will imply in a discontinuous behavior for any physical constant, as exhibited by the discontinuity depicted in Fig. 16 at the boundary between models $I$ and $I I$ [69]. Except for when $p=3$, in this case the transition is not discontinuous.

### 3.2.1.2 Intesecting Branes: Model III

Eq. (3.63) for model III (represented by metric (2.90)) is expressed by

$$
\begin{equation*}
-\hat{\chi}_{m k, v v}^{I I I}-\left[C-k^{2}+C \sec ^{2}(2 \sqrt{C} v)\right] \hat{\chi}_{m k}^{I I I}=\frac{m^{2} \hat{\chi}_{m k}^{I I I}}{\sqrt{\cos (2 \sqrt{C} v})} . \tag{3.69}
\end{equation*}
$$

For the general massive case, Eq. (3.69) cannot be straightforwardly integrated, and the unique immediate solution is the zero mode, which is proportional to the warp factor when $k=0$ [69]. For any $k$, the zero mode can be written as

$$
\begin{equation*}
\hat{\chi}_{0 k}^{I I I}=B_{0 k}^{I I I} \sqrt{\cos (2 \sqrt{C} v)}{ }_{2} F_{1}\left[\frac{1}{4}\left(1-\sqrt{1-\frac{k^{2}}{C}}\right), \frac{1}{4}\left(1+\sqrt{1-\frac{k^{2}}{C}}\right) ; 1 ; \cos ^{2}(2 \sqrt{C} v)\right] . \tag{3.70}
\end{equation*}
$$

The hypergeometric component, ${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)$, have arguments such that $\gamma-\alpha-\beta=1 / 2$, thus a discontinuity of the first derivatives, at $v=0$, is only avoidable if either $\alpha$ or $\beta$ is a non-positive integer $-j, j \in \mathbb{N}$ (see Appendix B for further details) [69]. Otherwise, an unphysical discontinuity is identified for the stress energy tensor of the perturbations, since the latter depends on the first derivatives of (3.83) [69]. Therefore, the allowed values of $l$ are given by $l=-j$ or $l=j+1 / 2$, both implying into the same results. The first derivative of (3.70) is necessarily discontinuous at $v=0$, unless the first or second argument of the hypergeometric function, ${ }_{2} F_{1}$, is a non-positive integer $-j, j \in \mathbb{N}$, or $k^{2}=-8 C j(2 j+1)$ [69]. This means that $k=0$ should represent the zero mode for model $I I I$, since Eq. (3.62) is of similar structure to the quantum problem of five-dimensional models and thus be expected that $k^{2} \geq 0$. Regardless, some of the "possible" degeneracies of the zero mode, for model III, are depicted in Fig. 17 [69].


Figure 17 - The degeneracies of the zero mode of model $I I I$ as functions of $\varphi=2 \sqrt{C} v$ for $j=0$ (full line), $j=1$ (dashed line), $j=2$ (dotted line) and $j=3$ (dot-dashed line).

Eq. (3.69) can be still more simplified if one makes $C=0$ and $v=r \varphi$, leading to a trivial extension of five-dimensional models [1],

$$
\begin{equation*}
-\hat{\chi}_{m k, \varphi \varphi}^{I I I}=r^{2}\left(m^{2}-k^{2}\right) \hat{\chi}_{m k}, \tag{3.71}
\end{equation*}
$$

which results into

$$
\begin{equation*}
\hat{\chi}_{m k}^{I I I}=B \cos (n \varphi), \tag{3.72}
\end{equation*}
$$

where $m^{2}=n^{2} / r^{2}+k^{2}, B$ is a normalization constant and one assumes boundary conditions ${ }^{13}$ such that $\hat{\chi}_{m k}^{I I I}=0$ at $\varphi= \pm \pi[69]$. This trivial solution will be important for the sphere models, where one will be able to compare trivial constructions with a more sophisticated configuration, namely that one engendered by model IV [69].

### 3.2.1.3 Intesecting Branes: Model IV

To simplify the analysis that follows, it is more convenient to work with coordinates such that

$$
\begin{equation*}
v=\frac{2}{\sqrt{C}} \arcsin \left[\tanh \left(\frac{\sqrt{C} y}{2}\right)\right] \tag{3.73}
\end{equation*}
$$

which, from Eq. (2.104), implies into the metric $I V$ recasted as

$$
\begin{equation*}
g^{I V}=\frac{4 \Lambda}{3 C} \operatorname{sech}^{2}\left(\frac{\sqrt{C} y}{2}\right) e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \tilde{A}} \mathrm{~d} u^{2}+e^{-2 \tilde{A}} \operatorname{sech}^{2}\left(\frac{\sqrt{C} y}{2}\right) \mathrm{d} y^{2} \tag{3.74}
\end{equation*}
$$

and the Schrödinger-like equation (3.63) becomes a Pöschl-Teller equation [86],

$$
\begin{equation*}
-\hat{\chi}_{m k, z z}^{I V}-\lambda(\lambda-1) \operatorname{sech}^{2}(z) \hat{\chi}_{m k}^{I V}=E \hat{\chi}_{m k}^{I V}, \tag{3.75}
\end{equation*}
$$

where $\lambda=2 \sqrt{1-\frac{k^{2}}{C}}+\frac{1}{2}, E=\frac{3 m^{2}}{\Lambda}-\frac{17}{4}$ and $z=\sqrt{C} y / 2$. The general solution of Eq. (3.75) is

$$
\begin{align*}
\hat{\chi}_{m k}^{I V}=B_{1} \cosh ^{\lambda}(z)_{2} F_{1}[ & \left.\alpha, \beta ; \frac{1}{2} ;-\sinh ^{2}(z)\right] \\
& +B_{2} \cosh ^{\lambda}(z) \sinh (z)_{2} F_{1}\left[\alpha+\frac{1}{2}, \beta+\frac{1}{2} ; \frac{3}{2} ;-\sinh ^{2}(z)\right] \tag{3.76}
\end{align*}
$$

with the parameters $\alpha=\frac{1}{2}(\lambda-\sqrt{-E})$ and $\beta=\frac{1}{2}(\lambda+\sqrt{-E})$. If $0 \leq \lambda \leq 1$ (i.e. $k^{2} \geq$ $15 C / 16$ ) or $E>0$ (i.e. $m^{2}>\frac{17}{12} \Lambda$ ) the above solutions correspond to propagating modes [69]. The existence of singularities at the boundaries of model $I V$ makes the propagating modes not unitary [82, 87, 69]. Otherwise, imposing unitary boundary conditions [82, 87, 69] suppresses all propagating modes. In this case, the unitary spectrum shall be composed uniquely of bound states ${ }^{14}$ [69].

The normalization condition for $\hat{\chi}_{m k}$, in terms of conformal coordinates (3.73), reads

$$
\begin{equation*}
0<\int_{-\infty}^{\infty}\left(\hat{\chi}_{m k}^{I V}\right)^{2} \mathrm{~d} y \neq \infty \tag{3.77}
\end{equation*}
$$

Therefore, normalizable modes will exist for $\lambda>1$ and negative $E$, where

$$
\begin{equation*}
\hat{\chi}_{j k}^{I V+}=B_{j k}^{+} \cosh ^{2 \sqrt{1-\frac{k^{2}}{C}}+\frac{1}{2}}(z)_{2} F_{1}\left[\frac{1}{2}+j, 2 \sqrt{1-\frac{k^{2}}{C}}-j ; \frac{1}{2} ;-\sinh ^{2}(z)\right] \tag{3.78}
\end{equation*}
$$

[^14]represents normalizable even eigenstates, with mass eigenvalues
\[

$$
\begin{equation*}
m_{j k}^{I V+}=\sqrt{\frac{\Lambda}{3}\left[\frac{17}{4}-\left(2 \sqrt{1-\frac{k^{2}}{C}}-\frac{1}{2}-2 j\right)^{2}\right]}, 0 \leq j<\sqrt{1-\frac{k^{2}}{C}}-\frac{1}{4} \tag{3.79}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\hat{\chi}_{l k}^{I V-}=B_{l k}^{-} \cosh ^{2} \sqrt{1-\frac{k^{2}}{C}+\frac{1}{2}}(z) \sinh (z){ }_{2} F_{1}\left[\frac{3}{2}+l, 2 \sqrt{1-\frac{k^{2}}{C}}-l ; \frac{3}{2} ;-\sinh ^{2}(z)\right] \tag{3.80}
\end{equation*}
$$

represents normalizable odd eigenstates, with mass eigenvalues

$$
\begin{equation*}
m_{l k}^{I V-}=\sqrt{\frac{\Lambda}{3}\left[\frac{17}{4}-\left(2 \sqrt{1-\frac{k^{2}}{C}}-\frac{3}{2}-2 l\right)^{2}\right]}, 0 \leq l<\sqrt{1-\frac{k^{2}}{C}}-\frac{3}{4} \tag{3.81}
\end{equation*}
$$

where $j$ and $l$ are natural numbers, and $B_{j k}^{ \pm}$are normalization constants. Some normalizable modes are depicted in Fig. 18. The masses, as described by Eqs. (3.79) and (3.81), are strictly real valued as long as $0 \leq k^{2}<15 C / 16$, while for imaginary values of $k$ some tachyonic states are allowed [69].

The constant $k$ is defined out of the eigenvalue spectrum of Eq. (3.62), which is exactly the same Schrödinger-like equation, with energy $k^{2}$, of the well known fivedimensional braneworld models $[3,4,15,16,17,18,19,20,21,22,23,24,25,26,27,28$, $29,30,31,32,33,34,82]$. If the warp factor $\tilde{A}$ leads to a stable braneworld configuration, then the eigenvalues of Eq. (3.62) are positively valued, i.e. $k^{2} \geq 0$, and model $I V$ will be a stable configuration [69].

Interestingly, model $I V$ does not have a singular Ricci scalar ${ }^{15}$, but it exhibits a mass gap between the zero and massive modes [69]. This is noteworthy because one would expect that a mass gap would imply in singularities of the Ricci scalar, which always happens for five-dimensional models [87]. Thus, one may conjecture that mass gaps and naked singularities are connected, but the singularity might be related with scalar invariants other than the Ricci scalar [69].

### 3.2.1.4 Intesecting Branes: Model $V$

Finally, once applied to model $V$, Eq. (3.63) is cast into the form of

$$
\begin{equation*}
-\hat{\chi}_{m k, y y}^{V}+\left[-\frac{1}{4} \sec ^{2}(y)+\cos ^{\frac{2}{3}}(y) e^{-2 \hat{A}} \frac{k^{2}}{3|\Lambda|}\right] \hat{\chi}_{m k}^{V}=\left(\frac{m^{2}}{3|\Lambda|}+\frac{17}{36}\right) \hat{\chi}_{m k}^{V}, \tag{3.82}
\end{equation*}
$$

where $y=v \sqrt{3|\Lambda|}$. Fixing $k=0$ transforms the above result, from Eq. (3.82), into a trigonometric Pöschl-Teller equation, with the straightforward solution identified by

$$
\begin{equation*}
\hat{\chi}_{m 0}^{V}=c_{1} \sqrt{\cos (y)}{ }_{2} F_{1}\left(\frac{1}{4}+\frac{\sqrt{12 m^{2}+17|\Lambda|}}{12 \sqrt{|\Lambda|}}, \frac{1}{4}-\frac{\sqrt{12 m^{2}+17|\Lambda|}}{12 \sqrt{|\Lambda|}} ; 1 ; \cos ^{2}(y)\right) \tag{3.83}
\end{equation*}
$$

$\overline{15}$ The singularities at the edges of space are associated with the Kretschmann scalar.


Figure 18 - Normalized gravitational wave functions $\hat{\chi}^{I V}$ for model $I V$ as functions of $z=v \sqrt{C} / 2$, for $k^{2} / C=7 / 16$ (black lines), $k^{2} / C=0$ (blue lines), $k^{2} / C=$ $-9 / 16$ (red lines) and $k^{2} / C=-33 / 16$ (brown lines). The full, dashed and dot-dashed lines represent $j=0, l=0$ and $j=1$, respectively.

The hypergeometric component, ${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)$, have arguments such that $\gamma-\alpha-\beta=1 / 2$, thus a discontinuity of the first derivatives, at $v=0$, is only avoidable if either $\alpha$ or $\beta$ is a non-positive integer $-j, j \in \mathbb{N}$ (see Appendix B for further details) [69]. Otherwise, an unphysical discontinuity is identified for the stress energy tensor of the perturbations, since the latter depends on the first derivatives of (3.83) [69]. Therefore, the allowed values of $m$ are given by

$$
\begin{equation*}
m=\sqrt{\frac{2|\Lambda|}{3}} \sqrt{18 j^{2}+9 j-1} \tag{3.84}
\end{equation*}
$$

The normalized profile of the wave function, Eq. (3.83), for several values of $j$ is depicted in Fig. 19 [69]. The zero mode presents a negative eigenvalue, $m^{2}=-\sqrt{\frac{2|\Lambda|}{3}}$, and therefore points to a possible instability of model $V$.

### 3.2.1.5 Intesecting Branes: Model VI

The last intersecting braneworld, model $V I$, presents a enhanced Schrödinger-like equation ${ }^{16}$,

$$
\begin{equation*}
-\chi_{m k, v v}+\left[\left(k^{2}-\frac{15 C}{16}\right) e^{-2 \hat{A}}-\frac{3}{4}\left(\frac{3 C}{4}-\Lambda\right) e^{6 \hat{A}}\right] \chi_{m k}=\left(m^{2}-\frac{17 \Lambda}{12}\right) \chi_{m k} \tag{3.85}
\end{equation*}
$$

16 Coordinates are chosen such that $\hat{h}=\hat{A}$.


Figure 19 - Normalized gravitational wave functions $\hat{\chi}^{V}$ for model $V$ as functions of $y=v \sqrt{3|\Lambda|}$, for $j=0$ (black lines), $j=1$ (blue lines), $j=2($ red lines), $j=3$ (brown lines) and $j=4$ (purple lines). The full, dashed and dot-dashed lines represent $j=0, l=0$ and $j=1$, respectively.
which is not of straightforward integration. Yet, the zero mode $\chi_{0}^{V I}=B_{V I} e^{-2 A}$ is a normalizable solution, since

$$
\begin{equation*}
\int \sqrt{\hat{\sigma}}\left(\chi_{0}^{V I}\right)^{2} \mathrm{~d} u \mathrm{~d} v=B_{V I}^{2} \int_{0}^{\infty} \frac{e^{-2 \hat{A}} \mathrm{~d} \hat{A}}{\sqrt{\left(\frac{C}{4}-\frac{\Lambda}{3}\right) e^{8 \hat{A}}+\frac{\Lambda}{3} e^{2 \hat{A}}-\frac{C}{4}}} \int \mathrm{~d} u e^{-\tilde{f}} e^{-3 \tilde{A}} \tag{3.86}
\end{equation*}
$$

is finite, where $B_{V I}$ is a normalization constant. Massive modes are not straightforwardly obtained, and the corrections to Newtonian theory cannot be determined. The associated Planck scale $M_{p l}$ is depicted in Fig. 5.

### 3.2.2 The $\mathbb{S}^{2}$ Models

The sphere models based on models $I I I$ and $I V[1]$ are achieved by assuming that $\tilde{A}=-\ln (\sin \theta), \tilde{f}=0, u=r \theta$ and $v=r \varphi[69]$. Therefore, Eq. (3.62) can be written as

$$
\begin{equation*}
-\frac{\left[\sin (\theta) \tilde{\chi}_{k, \theta}^{\zeta}\right]_{, \theta}}{\sin (\theta)}+\left[\frac{4+k r^{2}}{\sin ^{2}(\theta)}-6\right] \tilde{\chi}_{k}^{\zeta}=0 \tag{3.87}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\tilde{\chi}_{k}^{\zeta}=B_{1 k} P_{2}^{\sqrt{k r^{2}+4}}(\cos (\theta))+B_{2 k} Q_{2}^{\sqrt{k r^{2}+4}}(\cos (\theta)), \tag{3.88}
\end{equation*}
$$

where $B_{1 k}$ and $B_{2 k}$ are normalization constants.

To avoid singularities and trivial null solutions (which would be non-normalizable), expression (3.88) restricts the possible values of $k$ [69]. More precisely, normalizable modes are exclusively achieved for $k=-3 / r^{2}$ or $k=0$, which are both depicted in Fig. 20. However, the constant $B_{2 k}$ must be fixed to zero, since $Q_{2}^{\sqrt{k r^{2}+4}}$ is non-normalizable in this space for all $k$.


Figure 20 - Normalized gravitational wave functions $\tilde{\chi}_{k}^{\zeta}$ for the sphere models, for $k=0$ (full black line) and $k=-3 / r^{2}$ (black dashed line).

### 3.2.2.1 Model III $(C=0)$

Let the sphere models be constructed out of model III, with $C=0$, which is supported by the metric

$$
\begin{equation*}
\boldsymbol{g}_{\zeta}^{I I I}=\sin ^{2}(\theta)\left(\eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \varphi^{2}\right)+r^{2} \mathrm{~d} \theta^{2} \tag{3.89}
\end{equation*}
$$

The gravitational massive modes are then identified by

$$
\begin{equation*}
\chi_{\frac{\sqrt{n^{2}+3}}{r}}^{I I I}=B_{n 1} \cos (n \varphi) \cos (\theta) \sin (\theta), n \neq 1 ; \tag{3.90}
\end{equation*}
$$

$$
\begin{equation*}
\chi_{\frac{n}{r}}^{I I I}=B_{n 2} \cos (n \varphi) \sin ^{2}(\theta), n \neq 2 ; \tag{3.91}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{\frac{2}{r}}^{I I I}=B_{22} \cos (2 \varphi) \sin ^{2}(\theta)+B_{11} \cos (\varphi) \cos (\theta) \sin (\theta) . \tag{3.92}
\end{equation*}
$$

In this case, a point-like source, placed at $(\theta=\pi / 2, \varphi=0)$, produces a Newtonian potential ${ }^{17}$ of the form

$$
\phi_{N}^{I I I}(\mathrm{r})=\frac{3 \mathcal{M}}{2^{8} \pi^{2} r^{2} M^{4}} \frac{1}{\mathrm{r}}\left(1+\frac{2}{e^{\frac{r}{r}}-1}\right) \approx\left\{\begin{array}{lc}
\frac{3 \mathcal{M}}{2^{8} \pi^{2} r^{2} M^{4}} \frac{1}{\mathrm{r}}, \text { if } & \mathrm{r} \gg r  \tag{3.93}\\
\frac{3 \mathcal{M}}{2^{7} \pi^{2} r M^{4}} \frac{1}{\mathrm{r}^{2}}, \text { if } & \mathrm{r} \ll r
\end{array}\right.
$$

Thus, in the region $\mathrm{r} \gg r$, the corrections to the Newtonian potential are exponentially suppressed, and one recovers the ordinary Newtonian theory [69]. Likewise, whenever $r \ll r$, the result from (3.93) is dominated by the higher-dimensional term, thus gravity behaves as if the universe was five-dimensional [69]. In summary, the Newtonian potential behaves exactly like in a five-dimensional ADD model [2, 69]. On the other hand, the Newtonian gravitational constant is

$$
\begin{equation*}
G_{N}^{I I I}=\frac{3}{2^{8} \pi^{2} r^{2} M^{4}} \tag{3.94}
\end{equation*}
$$

which is similar to the Newtonian constant as determined from a six-dimensional ADD model [2, 69].

### 3.2.2.2 Model IV

Model $I V$ with a spherical internal space is characterized by the metric

$$
\begin{equation*}
\boldsymbol{g}_{\zeta}^{I V_{n}}=\frac{4 r^{2} \Lambda}{3 n^{2}} \cos ^{2}\left(\frac{n \varphi}{2}\right) \sin ^{2}(\theta) \omega_{\mu \nu}^{+} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \theta^{2}+r^{2} \sin ^{2}(\theta) \mathrm{d} \varphi^{2} \tag{3.95}
\end{equation*}
$$

where $n \in\{1,2\}$ and represents two distinct configurations of spherical models, which shall be labeled $I V_{1}$ and $I V_{2}$, for $n=1$ and $n=2$, respectively [69].

Correspondently, two normalizable graviton modes are identified,

$$
\begin{equation*}
\chi_{\frac{2 \Lambda}{3}}^{I V_{1}}=B_{1} \cos ^{2}\left(\frac{\varphi}{2}\right) \sin ^{2}(\theta), \tag{3.96}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{\frac{4 \Lambda}{3}}^{I V_{1}}=B_{2} \sin \left(\frac{\varphi}{2}\right) \cos ^{2}\left(\frac{\varphi}{2}\right) \sin ^{2}(\theta), \tag{3.97}
\end{equation*}
$$

where $B_{1}$ and $B_{2}$ are normalization constants, and $\chi_{\frac{2 \Lambda}{3}}^{I V_{1}}$ and $\chi_{\frac{4 \Lambda}{3}}^{I V_{1}}$ represent gravitons of mass $m=\sqrt{2 \Lambda / 3}$ and $m=2 \sqrt{\Lambda / 3}$, respectively. The Newtonian potential associated with model $I V_{1}$ is

$$
\begin{equation*}
\phi_{N}^{I V_{1}}(\mathrm{r})=\frac{9 \mathcal{M}}{2^{9} r^{4} \Lambda \pi^{2} M^{4}} \frac{e^{-\sqrt{\frac{2 \Lambda}{3}} r}}{\mathrm{r}} \approx \frac{9 \mathcal{M}}{2^{9} r^{4} \Lambda \pi^{2} M^{4}} \frac{1}{\mathrm{r}}, \tag{3.98}
\end{equation*}
$$

[^15]where the last approximation reinforces our choice of displacements much smaller than the cosmological scale, i.e. $r \ll 1 / \sqrt{\Lambda}$. Therefore, as far as the approximations here considered, model $I V_{1}$ implies, precisely, in Newton's theory, with the gravitational constant
\[

$$
\begin{equation*}
G_{N}^{I V_{1}}=\frac{9}{2^{9} r^{4} \Lambda \pi^{2} M^{4}} \tag{3.99}
\end{equation*}
$$

\]

which is dependent upon the cosmological constant $\Lambda$ and the radius $r$ of $\mathbb{S}^{2}$.
On the other hand, a spherical model with $n=2\left(I V_{2}\right)$ implies into two normalizable gravitational modes:

$$
\begin{equation*}
\chi_{\frac{2 \Lambda}{3}}^{I V_{2}}=B_{1} \cos ^{2}(\varphi) \sin ^{2}(\theta), \tag{3.100}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{\frac{4 \Lambda}{3}}^{I V / 2}=B_{2} \sin (\varphi) \cos ^{2}(\varphi) \sin ^{2}(\theta)+B_{3} \cos (\varphi) \sin (\theta) \cos (\theta), \tag{3.101}
\end{equation*}
$$

where $B_{1}, B_{2}$ and $B_{3}$ are normalization constants.
The Newtonian potential for such a configuration is expressed by

$$
\begin{equation*}
\phi_{N}^{I V 2}(r)=\frac{9 \mathcal{M}}{2^{7} \pi^{2} M^{4} r^{4} \Lambda} \frac{e^{-\sqrt{\frac{2 \Lambda}{3}} r}}{r} \approx \frac{9 \mathcal{M}}{2^{7} \pi^{2} M^{4} r^{4} \Lambda} \frac{1}{r} \tag{3.102}
\end{equation*}
$$

where, once again, displacement are not of cosmological scale. Therefore model $I V_{2}$ also implies in Newtonian theory, with the gravitational constant

$$
\begin{equation*}
G_{N}^{I V_{2}}=\frac{9}{2^{7} \pi^{2} M^{4} r^{4} \Lambda} \tag{3.103}
\end{equation*}
$$

which is a similar result to that one from model $I V_{1}$.
Had one proposed a more realistic model for matter ${ }^{18}$, then Eqs. (3.97) and (3.101) would have significant effects in both the gravitational constant and Newtonian potential, which could imply into significant phenomenological differences between models $I V_{1}$ and $I V_{2}$ [69]. The same is true for model $I I I$ : in a more realistic description, Eq. (3.90) would modify Eqs. (3.93) and (3.94).

Just to conclude, considering that the grounds for the above discussed intersecting braneworld models have been established, the localization of scalar, gauge and spinor fields shall be in the core of the subsequent chapter.

[^16]
## 4 Matter Localization

For any braneworld model to be physically acceptable it ought to recover standard four dimensional physics, at least within reasonable limits [7], and all physical fields must thus be localized in a brane-like region of space. Considering that the grounds for both the classical and quantum gravitational analysis of separable braneworld models have been established, the localization of scalar, gauge and spinor fields shall be in the core of our investigations in this chapter.

Starting from an ordinary six-dimensional action for scalar, gauge and spinor fields, the problem of localization will be reduced to evaluating a quantum analogue problem; the physical fields will present co-dimensional profiles that are normalizable and are solutions of a Schrödinger-like equation, i.e. they constitute wave functions. From the perspective of an observer who believes the universe to be four-dimensional, the now so called four-dimensional observer, the action of six-dimensional fields must be minimized as if they were four-dimensional. Therefore the wave function of any physical field will only contribute to the coupling constants of this four-dimensional effective field theory.

If a physical field wave function is not normalizable, then the effective coupling, after canonical normalization, with other forms of matter would be zero and no coupling would happen in the brane. Since a non-normalizable field does not couple to four-dimensional matter, it would not look four-dimensional and be "localized" in the brane. This idea can be stated precisely by the subsequent definition:

Definition 1 Let $\Psi$ be a field on the space $\left(\mathbb{E}^{6}, \boldsymbol{g}\right)$. We say that $\Psi$ is "localized" in the 3-Brane $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$ if it can be described by a four-dimensional effective field theory, i.e. the scale of $\Psi$ in the 3-Brane is finite.

In other words, if the setup predicts the scale of a field to be non-finite, i.e. non-normalizable, then it is not localized in the Brane and can not be described effectively in four dimensions. From a physical point of view, a four-dimensional observer will model six-dimensional fields by the localizable modes, and their physical scale determined by the normalization of its associated wave function. For the final objective of this manuscript, the leptons of the SM will be identified with the zero modes of Weyl spinors, and their masses will be determined from their wave functions.

For braneworld models in general, the inherited quantum problem for scalar fields will be of similar nature to the gravitational one, and every conclusion drawn in Ch. 3 can be extended to scalar fields. Gauge fields on the other hand are notoriously difficult to evaluate in a six-dimensional setup. The full massive spectrum is achievable if some
exceptional assumptions are to be made, with the exception of the zero mode which can be determined in more general terms.

Working with $(5+1)$-dimensions indeed is not only constrained to model building, but also to localizing spin $1 / 2$ particles without introducing additional fields, i.e. through the same warp factor features that results into the gravity localization [64, 66, 67, 73]. In some sense, this is not admitted in $(4+1)$-dimensions where some additional generating mass field mechanisms are required to achieve localization [15, 16, 24, 29, 88, 89, 90, 91, 92]. With the exception of string-like solutions, which are not our main concern, non-interacting Weyl spinors can not be localized in the vicinity of the braneworld. In particular, for Weyl spinors with a charge associated to a gauge field, model $I V$ and trivial-like models are shown to give rise to localizable modes.

The chapter is thus organized as follows. In Sec. 4.1, the localization of scalar fields and their similarities to the gravitational field are discussed. Sec. 4.2 is devoted to the localization of gauge fields. Finally, in Sec. 4.3 the localization aspects of fermionic fields are described, and Weyl spinors are shown to be localizable, for intersecting-like braneworlds, if an interacting gauge field is included with a non-trivial co-dimensional profile.

### 4.1 Scalar Fields

The simplest form of matter is given by a scalar field, but the latter, as shall be argued as follows, satisfies the same equations for localization as the gravitational field. Starting from massless Klein-Gordon field, which is described by the action

$$
\begin{equation*}
S_{K G}=\frac{1}{2} \int \mathrm{~d}^{6} x \sqrt{-\mathrm{g}} \Phi^{, M} \Phi_{, M}, \tag{4.1}
\end{equation*}
$$

and satisfies the equation

$$
\begin{equation*}
\frac{1}{\sqrt{-\mathrm{g}}}\left[\sqrt{-\mathrm{g}} g^{M N} \Phi_{, N}\right]_{, M}=0 \tag{4.2}
\end{equation*}
$$

Eq. (4.2) can be readily refined by a rescaling by $e^{2 A}$ and applying a separation of variables algorithm,

$$
\begin{equation*}
\Phi\left(x^{\mu}, u, v\right)=e^{2 A} \sum_{m \in \mathbb{I}} \phi_{m}\left(x^{\mu}\right) \xi_{m}(u, v) \tag{4.3}
\end{equation*}
$$

which implies into two equations,

$$
\begin{equation*}
\frac{\left[\sqrt{-\omega} \omega^{\mu \nu} \phi_{, \mu}\right]_{, \nu}}{\sqrt{-\omega}}=m^{2} \phi \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
-\hat{\triangle}^{2} \xi+\left(4 \hat{\sigma}^{i j} A_{, i} A_{, j}-2 \hat{\triangle}^{2} A\right) \xi=m^{2} \xi \tag{4.5}
\end{equation*}
$$

where $\hat{\triangle}^{2}=\hat{\sigma}^{i j} \hat{\nabla}_{i} \hat{\nabla}_{j}$ and $m^{2}$ is a separation constant. Following the same algorithm from Eq. (4.3), the Klein-Gordon action can be written as

$$
\begin{equation*}
S_{K G}=\frac{1}{2} \sum_{m_{1}, m_{2} \in \mathbb{I}} \int \mathrm{~d}^{2} x \sqrt{\hat{\sigma}} \xi_{m_{1}} \xi_{m_{2}} \int \mathrm{~d}^{4} x \sqrt{-\omega}\left(\omega^{\mu \nu} \phi_{m_{1}, \mu} \phi_{m_{2}, \nu}+m^{2} \phi_{m_{1}} \phi_{m_{2}}\right) . \tag{4.6}
\end{equation*}
$$

From Eqs. (4.5) and (4.6) it is clear that scalar fields satisfy the same quantum mechanical analogue problem, with the identification $m^{2}-2 \Lambda / 3 \rightarrow m^{2}$, as gravity. Therefore the results provided in Ch. 3 faithfully represent the localization aspects of massless KleinGordon fields ${ }^{1}$, and no further analysis is needed.

### 4.2 Gauge Fields

The massive modes of gauge fields in six dimensional braneworlds are notoriously difficult to determine, unless some exceptional assumptions are made. On the other hand, the localization of zero modes is of straightforward analysis. Starting from the action of a $U(1)$ gauge field in six dimensions,

$$
\begin{equation*}
S_{E}=-\frac{1}{4} \int \mathrm{~d}^{6} x \sqrt{-\mathrm{g}} \mathrm{~F}^{2} \tag{4.7}
\end{equation*}
$$

it follows the field equations

$$
\begin{equation*}
\nabla_{M} \mathrm{~F}^{M N}=0 \tag{4.8}
\end{equation*}
$$

where $\mathrm{F}^{2}=\mathrm{F}_{M N} \mathrm{~F}^{M N}, \mathrm{~F}_{M N}=\nabla_{[M} \mathrm{B}_{N]}=\mathrm{B}_{N, M}-\mathrm{B}_{M, N}$ and $\mathrm{B}_{M}$ is the electromagnetic potential. Eq. (4.8) can be broken into two equations, which after some manipulations are given by

$$
\begin{equation*}
\Delta_{\nu} \mathrm{F}^{\nu \mu}+\frac{1}{\sqrt{\sigma}}\left[\sqrt{\sigma} \hat{\sigma}^{j i} \omega^{\mu \nu} \mathrm{F}_{i \nu}\right]_{, j}=0 \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\hat{\sigma}^{i j}}{\sqrt{-\omega}}\left[\sqrt{-\omega} \omega^{\mu \nu} \mathrm{F}_{\nu j}\right]_{, \mu}+\frac{1}{\sqrt{\sigma}}\left[\sqrt{\sigma} \hat{\sigma}^{l k} \hat{\sigma}^{i j} \mathrm{~F}_{k j}\right]_{, l}=0 \tag{4.10}
\end{equation*}
$$

The usual quantum mechanical analogy can be applied to gauge fields, but Eqs. (4.9) and (4.10) still lack some refinements that are specific to the type of mode one is describing.

### 4.2.1 The Zero Mode

A zero mode is thus defined by the solutions of Eqs. (4.9) and (4.10) that satisfies $\Delta_{\nu} \mathrm{F}^{\nu \mu}=0$ and $\mathrm{B}_{i, \mu}=0$, otherwise the zero mode would not describe an ordinary four dimensional gauge field. Therefore, by definition, the zero mode is described by the equations

$$
\begin{equation*}
\frac{1}{\sqrt{\sigma}}\left[\sqrt{\sigma} \hat{\sigma}^{j i} \omega^{\mu \nu} \mathrm{B}_{\nu, i}\right]_{, j}=0 \tag{4.11}
\end{equation*}
$$

[^17]and
\[

$$
\begin{equation*}
\frac{\hat{\sigma}^{i j}}{\sqrt{-\omega}}\left[\sqrt{-\omega} \omega^{\mu \nu} \mathrm{B}_{\nu, j}\right]_{, \mu}+\frac{1}{\sqrt{\sigma}}\left[\sqrt{\sigma} \hat{\sigma}^{l k} \hat{\sigma}^{i j} \mathrm{~F}_{k j}\right]_{, l}=0 \tag{4.12}
\end{equation*}
$$

\]

A straightforward solution of Eq. (4.11) is $\mathrm{B}_{\nu}=B_{\nu}\left(x^{\mu}\right)$. Finally, the zero mode of a gauge field is thus described by

$$
\begin{equation*}
\Delta_{\nu} F^{\nu \mu}=0 \text { and } \frac{1}{\sqrt{\sigma}}\left[\sqrt{\sigma} \hat{\sigma}^{l k} \hat{\sigma}^{i j} \mathrm{~F}_{k j}\right]_{, l}=0 \tag{4.13}
\end{equation*}
$$

which is equivalent to two gauge fields each one living in a four and two dimensional spaces, respectively. One could also include currents $J^{N}$ to the action, and the same would be true for zero modes.

The normalization of the zero mode is thus a trivial endeavor, since the space-time components of the gauge field $\mathrm{B}_{\mu}$ are independent from the co-dimensions, and the effective action is given by

$$
\begin{equation*}
S_{E}=-\frac{1}{4} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} e^{-2 A} \int \mathrm{~d}^{4} x \sqrt{-\omega} F^{2} \tag{4.14}
\end{equation*}
$$

where $F^{2}=\omega^{\mu \alpha} \omega^{\mu \beta} F_{\mu \nu} F_{\alpha \beta}$ and $F_{\mu \nu}=\Delta_{\mu} B_{\nu}-\Delta_{\nu} B_{\mu}$. For all braneworlds models build in Ch. 2, the co-dimensional portion of the integral in Eq. (4.14) converges, and the zero mode of gauge fields are localizable.

### 4.2.2 The Massive Modes

The spectrum of massive modes require an even large refinement: one must assume that the co-dimensional components of the gauge field vanish. Eqs. (4.9) and (4.10) can thus be written as

$$
\begin{equation*}
\Delta_{\nu} \mathrm{F}^{\nu \mu}+\frac{1}{\sqrt{\sigma}}\left[\sqrt{\sigma} \hat{\sigma}^{j i} \omega^{\mu \nu} \mathrm{B}_{\mu, i}\right]_{, j}=0 \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{\hat{\sigma}^{i j}}{\sqrt{-\omega}}\left[\sqrt{-\omega} \omega^{\mu \nu} \mathrm{B}_{\nu, j}\right]_{, \mu}=0 \tag{4.16}
\end{equation*}
$$

Eq. (4.16) can be trivially satisfied by the gauge fixing $\nabla_{M} \mathrm{~B}^{M}=0$, and after a separation of variables technique,

$$
\begin{equation*}
\mathrm{B}_{\mu}=e^{A} \sum_{m} \phi_{m} B_{\mu}^{m}, \tag{4.17}
\end{equation*}
$$

Eq. (4.15) is reduced to two equations,

$$
\begin{equation*}
\Delta_{\nu} F_{m}^{\nu \mu}=m^{2} \omega^{\mu \nu} B_{\nu}^{m} \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
-\hat{\triangle}^{2} \phi_{m}+\left(\hat{\sigma}^{j i} A_{, j} A_{, i}-\hat{\triangle}^{2} A\right) \phi_{m}=m^{2} \phi_{m} \tag{4.19}
\end{equation*}
$$

which shall be identified with a time independent Schrödinger-like equation in curved space $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$, with the energy $E_{Q M}=m^{2}$ and the "quantum mechanical" potential

$$
\begin{equation*}
V_{Q M}(u, v)=\hat{\sigma}^{j i} A_{, j} A_{, i}-\hat{\triangle}^{2} A \tag{4.20}
\end{equation*}
$$

On the other hand, the action for the gauge field, once the Eq. (4.17) is applied, can be written as

$$
\begin{equation*}
S_{E}=-\frac{1}{4} \int \mathrm{~d} y^{2} \sqrt{\hat{\sigma}} \phi_{m}{ }^{2} \int \mathrm{~d}^{4} x \sqrt{-\omega} F^{2}-\frac{1}{2} \int \mathrm{~d}^{6} x \sqrt{-\mathrm{g}} \mathrm{~F}_{\mu i} \mathrm{~F}^{\mu i} \tag{4.21}
\end{equation*}
$$

thus the normalization is fixed by

$$
\begin{equation*}
\int \mathrm{d} y^{2} \sqrt{\hat{\sigma}} \phi_{m}^{2}<\infty . \tag{4.22}
\end{equation*}
$$

The localization of gauge fields now becomes contingent on the quantum mechanical problem described by Eqs. (4.19) and (4.22). This prescription can be readily particularized to separable solutions. The Schrödinger-like equation, Eq. (4.19), for the geometries described by Eq. (2.47) is characterized by the equation

$$
\begin{align*}
& -e^{\tilde{f}-\tilde{h}}\left(e^{\tilde{f}-\tilde{h}} \phi_{m, u}\right)_{, u}-e^{\hat{h}-\hat{f}}\left(e^{\hat{h}-\hat{f}} \phi_{m, v}\right)_{, v}+\left[e^{2 \tilde{f}-2 \tilde{h}} \tilde{A}_{, u}^{2}-e^{\tilde{f}-\tilde{h}}\left(e^{\tilde{f}-\tilde{h}} \tilde{A}_{, u}\right)_{, u}\right] \phi_{m} \\
& +\left[e^{2 \hat{h}-2 \hat{f}} \hat{A}_{, v}{ }^{2}-e^{\hat{h}-\hat{f}}\left(e^{\hat{h}-\hat{f}} \hat{A}_{, v}\right)_{, v}\right] \phi_{m}=e^{2 \tilde{A}-2 \tilde{h}} e^{2 \hat{A}-2 \hat{f}} m^{2} \phi_{m} \tag{4.23}
\end{align*}
$$

A separation of variables technique, with $\phi_{m}=e^{\frac{f-\hat{h}}{2}} \sum_{k \in \mathbb{K}} \tilde{\phi}_{k}(u) \hat{\phi}_{m k}(v)$, can be applied to Eq. (4.23) if $\tilde{h}=\tilde{A}$ or $\hat{f}=\hat{A}$. Whenever $\tilde{h}=\tilde{A}$ the variables are separable and Eq. (4.23) is reduced to two equations

$$
\begin{equation*}
-e^{\tilde{f}-\tilde{A}}\left(e^{\tilde{f}-\tilde{A}} \tilde{\phi}_{k, u}\right)_{, u}+\left[e^{2 \tilde{f}-2 \tilde{A}} \tilde{A}_{, u}^{2}-e^{\tilde{f}-\tilde{A}}\left(e^{\tilde{f}-\tilde{A}} \tilde{A}_{, u}\right)_{, u}\right] \tilde{\phi}_{k}=k^{2} \tilde{\phi}_{k}, \tag{4.24}
\end{equation*}
$$

and

$$
\begin{align*}
&-\hat{\phi}_{m k, v v}+\left[\hat{A}_{, v}{ }^{2}-\hat{A}_{, v v}-(\hat{h}-\hat{f})_{, v} \hat{A}_{, v}-\left(\frac{\hat{f}-\hat{h}}{2}\right)_{, v v}\right. \\
&\left.+\frac{1}{4}\left(\hat{f}_{, v}-\hat{h}_{, v}\right)^{2}+k^{2} e^{2 \hat{f}-2 \hat{h}}\right] \hat{\phi}_{m k}=e^{2 \hat{A}-2 \hat{h}} m^{2} \hat{\phi}_{m k} \tag{4.25}
\end{align*}
$$

where $k^{2}$ is a separation constant. On the other hand, the normalization is resolved by

$$
\begin{equation*}
\sum_{k \in \mathbb{K}} \int \mathrm{~d} u e^{\tilde{A}-\tilde{f}} \tilde{\phi}_{k}^{2} \int \mathrm{~d} v e^{2 \hat{A}-2 \hat{h}} \hat{\phi}_{m k}^{2}<\infty \tag{4.26}
\end{equation*}
$$

Finally, the quantum mechanical problem, Eq. (4.25), for model ${ }^{2} I V$, with coordinate (3.73), is given by the Pöschl-Teller equation,

$$
\begin{equation*}
-\hat{\phi}_{m k, z z}-\lambda(\lambda-1) \operatorname{sech}^{2}(z) \hat{\phi}_{m k}=\epsilon \hat{\phi}_{m k} \tag{4.27}
\end{equation*}
$$

where $z=\sqrt{C} y / 2, \lambda=\sqrt{1-\frac{4 k^{2}}{C}}+\frac{1}{2}$ and $\epsilon=\frac{3 m^{2}}{\Lambda}-\frac{1}{4}$. If $\epsilon>0\left(m^{2}>\frac{\Lambda}{12}\right)$ or $0 \leq \lambda \leq 1$ $\left(k^{2} \geq \frac{3 C}{16}\right)$ then the solutions of Eq. (4.27) describe propagating modes. Otherwise, the solutions of Eq. (4.27) describe bound states, which are given by

$$
\begin{equation*}
\phi_{m k}=C_{m k} \operatorname{sech}^{\lambda-j-1}(y)_{2} F_{1}\left(-j, 2 \lambda-j-1 ; \lambda-j ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right), \tag{4.28}
\end{equation*}
$$

[^18]with the associated eigenvalues
\[

$$
\begin{equation*}
m^{2}=\frac{\Lambda}{3}\left[\frac{1}{4}-\left(\sqrt{1-\frac{4 k^{2}}{C}}-\frac{1}{2}-j\right)^{2}\right] \tag{4.29}
\end{equation*}
$$

\]

Therefore gauge fields in model $I V$ posses a unique degenerate ${ }^{3}$ bound state, for $j=0$, with mass $m=0$, since $\lambda \leq 3 / 2$. A mass gap, $\Delta m^{2}=\frac{\Lambda}{12}$, between the zero and massive modes is identified.

### 4.3 Fermionic Fields

The localization of bulk fermionic matter is usually investigated by considering that the $D$-dimensional Dirac algebra is realized by the objects $\Gamma^{M}=\mathfrak{e}^{M}{ }_{\bar{N}} \Gamma^{\bar{N}}$, where $\mathfrak{e}^{M}{ }_{\bar{N}}$ denotes a $D$-dimensional vielbein, $\Gamma^{M}$ satisfy the Clifford relation $\left\{\Gamma^{M}, \Gamma^{N}\right\}=2 g^{M N} I^{j}$, $I^{j}$ is the $j \times j$, with $j=2^{D / 2}$, unitary matrix, and $\Gamma^{\bar{N}}$ are the gamma matrices in Ddimensional flat space-time, i.e. they satisfy the Clifford relation $\left\{\Gamma^{\bar{M}}, \Gamma^{\bar{N}}\right\}=2 \eta^{M N} I^{j}$. Particularly, in a six dimensional space-time the Dirac matrices are $8 \times 8(j=8)$, and the following representation is assumed ${ }^{4}$

$$
\Gamma^{\bar{\mu}}=\left[\begin{array}{ll}
0^{4} & \gamma^{\mu}  \tag{4.30}\\
\gamma^{\mu} & 0^{4}
\end{array}\right], \Gamma^{\overline{4}}=-\left[\begin{array}{ll}
0^{4} & \gamma^{5} \\
\gamma^{5} & 0^{4}
\end{array}\right], \text { and } \Gamma^{\overline{5}}=i\left[\begin{array}{cc}
0^{4} & -I^{4} \\
I^{4} & 0^{4}
\end{array}\right]
$$

where $\gamma^{\mu}$ are the usual four dimensional Dirac matrices in the chiral representation, which in the signature $\{-,+,+,+\}$ satisfy $\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 \eta^{\mu \nu} I^{4}$, and

$$
\gamma^{5}=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}=\left[\begin{array}{cc}
I^{2} & 0^{2}  \tag{4.31}\\
0^{2} & -I^{2}
\end{array}\right]
$$

is the usual four dimensional chirality matrix. Here the $\gamma^{\mu}$ are associated with a metric of signature $\{-,+,+,+\}$, and thus are related to $\bar{\gamma}^{\mu}$, which are associated with a metric of signature $\{+,-,-,-\}$, by the relation $\gamma^{\mu}=i \bar{\gamma}^{\mu}$. Therefore, in the chiral representation, the gamma matrices are as follows

$$
\gamma^{0}=i\left[\begin{array}{ll}
0^{2} & I^{2}  \tag{4.32}\\
I^{2} & 0^{2}
\end{array}\right] \text { and } \gamma^{k}=i\left[\begin{array}{cc}
0^{2} & \sigma^{k} \\
-\sigma^{k} & 0^{2}
\end{array}\right]
$$

In the (4.30) representation the six dimensional chirality matrix is diagonal

$$
\Gamma^{\overline{7}}=\prod_{M} \Gamma^{\bar{M}}=\left[\begin{array}{cc}
I^{4} & 0^{4}  \tag{4.33}\\
0^{4} & -I^{4}
\end{array}\right]
$$

therefore the representation (4.30) is also a chiral representation.

[^19]To realize the Clifford relation in curved space time one defined $\Gamma^{M}=\mathfrak{e}^{M}{ }_{\bar{N}} \Gamma^{\bar{N}}$, for which $\left\{\Gamma^{M}, \Gamma^{N}\right\}=2 g^{M N} I^{j}$. Thus the gamma matrices in curved space time are written in terms of the frame basis, for which

$$
\begin{equation*}
g_{M N}=\mathfrak{e}_{M} \bar{P}^{\bar{P}} \mathfrak{e}_{N}{ }^{\bar{Q}} \eta_{\bar{P} \bar{Q}}, \tag{4.34}
\end{equation*}
$$

where the barred symbols, $\bar{P}$, refer to the frame basis, $\mathfrak{e}^{\bar{P}}$, and the non-barred refer to the coordinate basis, $\partial_{P}$. The non-barred symbols are raised and lowered by the metric $\boldsymbol{g}$, while the barred symbols are raised and lowered by the Minkowski metric $\boldsymbol{\eta}$. For the metrics in the proposed classification, Eq. (2.1), one is able to also define the vielbein associated with a factorizable metric,

$$
\begin{equation*}
\hat{g}=\hat{\mathfrak{e}}_{M} \bar{P}^{\overline{\mathfrak{e}}} \hat{N}_{N} \eta_{\bar{P} \bar{Q}} \tag{4.35}
\end{equation*}
$$

where $\mathfrak{e}^{\bar{P}}=e^{A} \hat{\mathfrak{e}}^{\bar{P}}$, such that $\mathfrak{e}_{M} \bar{P}=e^{-A_{\mathfrak{e}_{M}}{ }^{\bar{P}}}$ and $\mathfrak{e}^{M \bar{P}}=e^{A} \hat{\mathfrak{e}}^{M \bar{P}}$. Supposing that the only non-vanishing components of $\hat{\mathfrak{e}}^{\bar{P}}$ are $\hat{\mathfrak{e}}_{\mu}{ }^{\bar{\nu}}$ and $\hat{\mathfrak{e}}_{j}{ }^{\bar{i}}$, which is allowed for a metric like Eq. (2.1), then one is able to define

$$
\begin{gather*}
\omega_{\mu \nu}=\mathfrak{a}_{\mu}{ }^{\bar{\mu}} \mathfrak{a}_{\nu}{ }^{\bar{\nu}} \eta_{\overline{\mu \bar{\nu}}}  \tag{4.36}\\
\sigma_{i j}=\mathfrak{b}_{i}{ }^{\bar{i}} \mathfrak{b}_{j}{ }^{\bar{j}} \gamma_{\overline{i j}} \tag{4.37}
\end{gather*}
$$

where $\mathfrak{a}_{\mu}{ }^{\bar{\mu}}=\hat{\mathfrak{c}}_{\mu}{ }^{\bar{\nu}}$ and $\mathfrak{b}_{i}{ }^{\bar{i}}=e^{-A} \hat{\mathfrak{b}}_{j}{ }^{\bar{i}}=e^{-A} \hat{\mathfrak{e}}_{j}{ }^{\bar{i}}=\mathfrak{e}_{j}{ }^{\bar{i}}$ represent the frame basis vectors components in the coordinate basis $\partial_{\mu}$ and $\partial_{i}$, respectively, and $\gamma=\operatorname{diag}\{1,1\}$.

### 4.3.1 Six-Dimensional Weyl Spinors

The action of a massless spinor in six dimensions can be expressed as

$$
\begin{equation*}
S_{d}=\int \mathrm{d}^{6} x \sqrt{-g} \bar{\Psi}_{(6)} \Gamma^{M} \nabla_{M} \Psi_{(6)} \tag{4.38}
\end{equation*}
$$

where $\bar{\Psi}_{(6)}=\Psi_{(6)}^{\dagger} \Gamma^{\overline{0}}$. Here $\Psi_{(6)}$ is an eight component spinor and may be treated as,

$$
\Psi_{(6)}=\left[\begin{array}{c}
\Psi^{+} \\
\Psi^{-}
\end{array}\right]=\Psi_{(6)}^{+}+\Psi_{(6)}^{-},
$$

where $\Psi_{(6)}^{ \pm}$are six dimensional Weyl spinors of different chirality. Varying the action $S_{d}$ with relation to $\bar{\Psi}_{(6)}$ implies in Dirac equation for 6-dimensional curved space-time,

$$
\begin{equation*}
\Gamma^{M} \nabla_{M} \Psi_{(6)}=0 \tag{4.39}
\end{equation*}
$$

The operator $\nabla_{M}$ is a covariant derivative and acts on spinors as

$$
\begin{equation*}
\nabla_{M} \Psi_{(6)}=\left(\partial_{M}+\mathfrak{C}_{M}\right) \Psi_{(6)} \tag{4.40}
\end{equation*}
$$

where $\mathfrak{C}_{M}$ is the spinor connection of $\left(\mathbb{E}^{6}, \boldsymbol{g}\right)$ and is determined by

$$
\begin{equation*}
\mathfrak{C}_{M}=\frac{1}{4} \mathfrak{C}_{M}^{\bar{M} \bar{N}} \Gamma_{\bar{M}} \Gamma_{\bar{N}}=\frac{1}{4}\left\{-\frac{1}{2} \mathfrak{e}_{M}^{\bar{T}} \mathfrak{e}^{T \bar{R}} \mathfrak{e}^{Q \bar{S}} \partial_{[T T} \mathfrak{e}_{Q] \bar{T}}+\frac{1}{2} \mathfrak{e}^{S[\bar{R}} \partial_{[M} \mathfrak{e}_{S]}^{\bar{S}]}\right\} \Gamma_{\bar{R}} \Gamma_{\bar{S}}, \tag{4.41}
\end{equation*}
$$

one can now identify the different components of spin connections of $\mathbb{E}^{6}$ with the spin connection constructed from $\mathbb{M}^{4}$ and $\mathbb{B}^{2}$, as follows,

$$
\begin{equation*}
\mathfrak{C}_{\mu}=\mathfrak{A}_{\mu}-\frac{1}{4} A_{, i} \hat{i}^{i} \overline{\mathfrak{j}}_{\hat{\mathfrak{e}}_{\mu}}^{\bar{\nu}}\left(\Gamma_{\bar{\nu}} \Gamma_{\bar{j}}-\Gamma_{\bar{j}} \Gamma_{\bar{\nu}}\right), \tag{4.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{C}_{i}=\frac{1}{4} \Gamma_{\bar{r}} \Gamma_{\bar{s}}\left\{-\frac{1}{2} \mathfrak{b}_{i} \bar{j}^{k} \mathfrak{b}^{k \bar{r}} \mathfrak{b}^{l \bar{s}} \partial_{[k} \mathfrak{b}_{l] \bar{j}}+\frac{1}{2} \mathfrak{b}^{j[\bar{s}} \partial_{[j} \mathfrak{b}_{i]}^{\bar{r}]}\right\}=\mathfrak{B}_{i}, \tag{4.43}
\end{equation*}
$$

where $\mathfrak{A}_{\mu}$ is the spin connection related to space-time $\left(\mathbb{M}^{4}, \boldsymbol{\omega}\right)$,

$$
\begin{equation*}
\mathfrak{A}_{\mu}=\frac{1}{4}\left\{-\frac{1}{2} \mathfrak{a}_{\mu}^{\bar{\tau}} \mathfrak{a}^{\tau \bar{\rho}} \mathfrak{a}^{\eta \bar{\kappa}} \partial_{[\tau} \mathfrak{a}_{\eta] \bar{\tau}}+\frac{1}{2} \mathfrak{a}^{\kappa[\bar{\rho}} \partial_{[\mu} \mathfrak{a}_{\kappa]}^{\bar{k}]}\right\} \Gamma_{\bar{\rho}} \Gamma_{\bar{\kappa}}, \tag{4.44}
\end{equation*}
$$

and $\mathfrak{B}_{i}$ is the spin connection related to the internal space $\left(\mathbb{B}^{2}, \boldsymbol{\sigma}\right)$. Substituting Eqs. (4.42) and (4.43) in to Eq. (4.39) implies in

$$
\begin{equation*}
\left(\hat{\mathfrak{e}}^{\mu} \bar{\nu}^{\bar{\nu}} \hat{\nabla}_{\mu}+\mathcal{D}^{\bar{i}} \Gamma_{\bar{i}}\right) \Psi_{(6)}=0 \tag{4.45}
\end{equation*}
$$

where one defines the operators

$$
\begin{equation*}
\mathcal{D}^{\bar{u}}=e^{-A} e^{f}\left(\partial_{u}-2 A_{, u}-\frac{1}{2} h_{, u}\right) \text { and } \mathcal{D}^{\bar{v}}=e^{-A} e^{h}\left(\partial_{v}-2 A_{, v}-\frac{1}{2} f_{, v}\right) . \tag{4.46}
\end{equation*}
$$

Since Eq. (4.45) does not provide a mass for the spinors, then one can separate the equations in the different chiralities,

$$
\begin{equation*}
\left(\hat{\mathfrak{e}}^{\mu} \gamma_{\bar{\nu}} \gamma^{\bar{\nu}} \hat{\nabla}_{\mu}-\mathcal{D}^{\bar{u}} \gamma^{5}+i \mathcal{D}^{\bar{v}}\right) \Psi^{+}=0 \tag{4.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\hat{\mathfrak{e}}^{\mu} \gamma_{\bar{\nu}}^{\bar{\nu}} \hat{\nabla}_{\mu}-\mathcal{D}^{\bar{u}} \gamma^{5}-i \mathcal{D}^{\bar{v}}\right) \Psi^{-}=0 \tag{4.48}
\end{equation*}
$$

One can apply chiral splitting and a separation of variable technique,

$$
\Psi_{ \pm}=\sum_{m}\left[\begin{array}{l}
L_{m}^{ \pm}(u, v) \psi_{m \pm}^{L}\left(x^{\mu}\right)  \tag{4.49}\\
R_{m}^{ \pm}(u, v) \psi_{m \pm}^{R}\left(x^{\mu}\right)
\end{array}\right]=\sum_{m}\left[L_{m}^{ \pm}(u, v) \Psi_{m \pm}^{L}\left(x^{\mu}\right)+R_{m}^{ \pm}(u, v) \Psi_{m \pm}^{R}\left(x^{\mu}\right)\right]
$$

to Eqs. (4.47) and (4.48), implying in

$$
\begin{equation*}
\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m \pm}^{L}=m_{ \pm} \Psi_{m \pm}^{R} \text { and } \hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m \pm}^{R}=m_{ \pm} \Psi_{m \pm}^{L} \tag{4.50}
\end{equation*}
$$

and for the co-dimensional components

$$
\begin{equation*}
m_{ \pm} R_{m}^{ \pm}-\mathcal{D}^{\bar{u}} L_{m}^{ \pm} \pm i \mathcal{D}^{\bar{v}} L_{m}^{ \pm}=0 \tag{4.51}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{ \pm} L_{m}^{ \pm}+\mathcal{D}^{\bar{u}} R_{m}^{ \pm} \pm i \mathcal{D}^{\bar{v}} R_{m}^{ \pm}=0 \tag{4.52}
\end{equation*}
$$

The positive and negative expressions in Eqs. (4.51) and (4.52) are exactly the same, one just needs to identify $m=m_{+}=m_{-}, R_{m}=R_{m}^{+}=L_{m}^{-}$and $L_{m}=L_{m}^{+}=-R_{m}^{-}$. Therefore, one needs to solve either the positive or the negative version of Eqs. (4.51) and (4.52). A Schrödinger-like equation can be thus accomplished for the left and right-handed modes of spinors ${ }^{5}$, respectively, as

$$
\begin{equation*}
m^{2} R_{m}+\mathcal{D}^{\bar{u}} \mathcal{D}^{\bar{u}} R_{m}+i\left[\mathcal{D}^{\bar{u}}, \mathcal{D}^{\bar{v}}\right] R_{m}+\mathcal{D}^{\bar{v}} \mathcal{D}^{\bar{v}} R_{m}=0 \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
m^{2} L_{m}+\mathcal{D}^{\bar{u}} \mathcal{D}^{\bar{u}} L_{m}-i\left[\mathcal{D}^{\bar{u}}, \mathcal{D}^{\bar{v}}\right] L_{m}+\mathcal{D}^{\bar{v}} \mathcal{D}^{\bar{v}} L_{m}=0 \tag{4.54}
\end{equation*}
$$

where $\left[\mathcal{D}^{\bar{u}}, \mathcal{D}^{\bar{v}}\right]=\mathcal{D}^{\bar{u}} \mathcal{D}^{\bar{v}}-\mathcal{D}^{\bar{v}} \mathcal{D}^{\bar{u}}$, which generally doest not vanish.
On the other hand, the action for spinors is given by

$$
\begin{align*}
& S_{d}= \int \mathrm{d}^{6} x \sqrt{-g} \\
& \bar{\Psi}_{(6)} \Gamma^{M} \nabla_{M} \Psi_{(6)} \\
&=\int \mathrm{d}^{6} x \sqrt{-\omega} \sqrt{\hat{\sigma}} e^{-5 A} \Psi_{-}^{\dagger} \gamma^{\overline{0}}\left(\hat{\mathfrak{e}}^{\mu}{ }_{\bar{\nu}} \hat{\nabla}_{\mu} \gamma^{\bar{\nu}} \Psi_{-}-\mathcal{D}^{\overline{4}} \gamma^{5} \Psi_{-}-i \mathcal{D}^{\overline{5}} \Psi_{-}\right)  \tag{4.55}\\
&+\int \mathrm{d}^{6} x \sqrt{-\omega} \sqrt{\hat{\sigma}} e^{-5 A} \Psi_{+}^{\dagger} \gamma^{\overline{0}}\left(\hat{\mathfrak{e}}^{\mu} \hat{\nu}_{\mu} \gamma^{\bar{\nu}} \Psi_{+}-\mathcal{D}^{\overline{4}} \gamma^{5} \Psi_{+}+i \mathcal{D}^{\overline{5}} \Psi_{+}\right) .
\end{align*}
$$

Applying chiral splitting, a separation of variables techniques, Eq. (4.49), and Eqs. (4.51) and (4.52) implies in

$$
\begin{align*}
S_{d}= & \sum_{\tilde{m}} \sum_{m} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{R}_{\tilde{m}+} R_{m+} \int \mathrm{d}^{4} x \sqrt{-\omega} \bar{\Psi}_{\tilde{m}+}^{R}\left(\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m+}^{R}-m_{ \pm} \Psi_{m+}^{L}\right) \\
& +\sum_{\tilde{m}} \sum_{m} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{L}_{\tilde{m}+} L_{m+} \int \mathrm{d}^{4} x \sqrt{-\omega} \bar{\Psi}_{\tilde{m}+}^{L}\left(\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m+}^{L}-m_{ \pm} \Psi_{m+}^{R}\right) \\
& +\sum_{\tilde{m}} \sum_{m} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{R}_{\tilde{m}-} R_{m-} \int \mathrm{d}^{4} x \sqrt{-\omega} \bar{\Psi}_{\tilde{m}-}^{R}\left(\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m-}^{R}-m_{ \pm} \Psi_{m-}^{L}\right) \\
& +\sum_{\tilde{m}} \sum_{m} \int \mathrm{~d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{L}_{\tilde{m}-} L_{m-} \int \mathrm{d}^{4} x \sqrt{-\omega} \bar{\Psi}_{\tilde{m}-}^{L}\left(\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m-}^{L}-m_{ \pm} \Psi_{m-}^{R}\right), \tag{4.56}
\end{align*}
$$

where $\bar{\Psi}=\Psi^{\dagger} \gamma^{\overline{0}}$. Action (4.56) corresponds to the same problem driven by Eq. (4.50) if and only if the modes are orthonormal, i.e.

$$
\begin{equation*}
\int \mathrm{d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{R}_{\tilde{m}} R_{m}=\delta_{\tilde{m} m} \text { and } \int \mathrm{d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{L}_{\tilde{m}} L_{m}=\delta_{\tilde{m} m} \tag{4.57}
\end{equation*}
$$

with weight $\sqrt{\hat{\sigma}} e^{-5 A}$. When the above condition is satisfied the effective action reads

$$
\begin{equation*}
S_{d}=\sum_{m \in \mathbb{I}} \int \mathrm{~d}^{4} x \sqrt{-\omega}\left[\bar{\Psi}_{m}^{+}\left(\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m}^{+}-m \Psi_{m}^{+}\right)+\bar{\Psi}_{m}^{-}\left(\hat{\gamma}^{\mu} \hat{\nabla}_{\mu} \Psi_{m}^{-}-m \Psi_{m}^{-}\right)\right] \tag{4.58}
\end{equation*}
$$

Therefore each one of the six dimensional Weyl spinors, $\Psi_{(6)}^{ \pm}$, can be reduced to several four dimensional Dirac spinors with mass $m \in \mathbb{I}$. So far no charge with relation to some gauge field has been included to six dimensional spinors, therefore no difference between

[^20]the different chiral fermions have arisen. Eqs. (4.53), (4.54) and (4.57) establishes the quantum mechanical analogue problem for Weyl spinors. One now apply Eqs. (4.53), (4.54) and (4.57) to separable solutions, and to each one of the sets in the proposed classification of Ch. 2 .

For separable solutions the quantum mechanical analogue problem, after a rescaling of the wave functions $R_{m}=e^{\frac{3}{2} A} e^{\frac{f+h}{2}} \mathcal{R}_{m}$ and $L_{m}=e^{\frac{3}{2} A} e^{\frac{f+h}{2}} \mathcal{L}_{m}$, and choosing coordinates such that $\tilde{f}=\tilde{A}$ and $\hat{h}=\hat{A}$, is summarized by the equations

$$
\begin{align*}
& m^{2} \mathcal{R}_{m}+e^{2 \hat{f}-2 \hat{A}} \mathcal{R}_{m, u u}+e^{2 \tilde{h}-2 \tilde{A}} \mathcal{R}_{m, v v}+i \frac{\left(e^{\tilde{h}-\tilde{A}}\right)_{, u}}{e^{\hat{A}-\hat{f}}} \mathcal{R}_{m, v}-i \frac{\left(e^{\hat{f}-\hat{A}}\right), v}{e^{\tilde{A}-\tilde{h}}} \mathcal{R}_{m, u}=0,  \tag{4.59}\\
& m^{2} \mathcal{L}_{m}+e^{2 \hat{f}-2 \hat{A}} \mathcal{L}_{m, u u}+e^{2 \tilde{h}-2 \tilde{A}} \mathcal{L}_{m, v v}-i \frac{\left(e^{\tilde{h}-\tilde{A}}\right)_{, u}}{e^{\hat{A}-\hat{f}}} \mathcal{L}_{m, v}+i \frac{\left(e^{\hat{f}-\hat{A}}\right)_{, v}}{e^{\tilde{A}-\tilde{h}}} \mathcal{L}_{m, u}=0 \tag{4.60}
\end{align*}
$$

and

$$
\begin{equation*}
\int \mathrm{d}^{2} y \overline{\mathcal{R}}_{\tilde{m}} \mathcal{R}_{m}=\delta_{\tilde{m} m} \text { and } \int \mathrm{d}^{2} y \overline{\mathcal{L}}_{\tilde{m}} \mathcal{L}_{m}=\delta_{\tilde{m} m} \tag{4.61}
\end{equation*}
$$

A separation of variables technique can solely be applied to Eqs. (4.59) and (4.60) if either $\tilde{h}=\tilde{A}$ or $\hat{f}=\hat{A}$. Suppose a model for which $\tilde{h}=\tilde{A}$, which is true for most sets of the classification, then Eqs. (4.59) and (4.60) become

$$
\begin{equation*}
m^{2} \mathcal{R}_{m}+e^{2 \hat{f}-2 \hat{A}} \mathcal{R}_{m, u u}+\mathcal{R}_{m, v v}-i\left(e^{\hat{f}-\hat{A}}\right)_{, v} \mathcal{R}_{m, u}=0 \tag{4.62}
\end{equation*}
$$

and

$$
\begin{equation*}
m^{2} \mathcal{L}_{m}+e^{2 \hat{f}-2 \hat{A}} \mathcal{L}_{m, u u}+\mathcal{L}_{m, v v}+i\left(e^{\hat{f}-\hat{A}}\right)_{, v} \mathcal{L}_{m, u}=0 \tag{4.63}
\end{equation*}
$$

Clearly there is not potential to localize the wave functions in the $u$ direction, therefore one must assume it to be compactified as a circle, such that $u=r \theta$, where $\theta \in \mathbb{S}^{1}$. Finally one can apply a separation of variables,

$$
\begin{equation*}
\mathcal{R}_{m}=\sum_{k} e^{i k \theta} \hat{\mathcal{R}}_{m k}(v) \tag{4.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{m}=\sum_{k} e^{i k \theta} \hat{\mathcal{L}}_{m k}(v), \tag{4.65}
\end{equation*}
$$

which after substitution in Eqs. (4.62) and (4.63) implies in the Schrödinger-like equations

$$
\begin{equation*}
-\hat{\mathcal{R}}_{m k, v v}+\left[e^{2 \hat{f}-2 \hat{A}} \frac{k^{2}}{r^{2}}-\left(e^{\hat{f}-\hat{A}}\right)_{, v} \frac{k}{r}\right] \hat{\mathcal{R}}_{m k}=m^{2} \hat{\mathcal{R}}_{m k}, \tag{4.66}
\end{equation*}
$$

and

$$
\begin{equation*}
-\hat{\mathcal{L}}_{m k, v v}+\left[e^{2 \hat{f}-2 \hat{A}} \frac{k^{2}}{r^{2}}+\left(e^{\hat{f}-\hat{A}}\right)_{, v} \frac{k}{r}\right] \hat{\mathcal{L}}_{m k}=m^{2} \hat{\mathcal{L}}_{m k} \tag{4.67}
\end{equation*}
$$

The previous equations do not intrinsically have the needed structure to localize spinors, even if the space-time has the RS structure. None of the intersecting and trivial-like models
have the needed structure to localize spinors. String-like solutions could lead to localization, but will contradict with the localization of other fields. Model $I V$ as an example leads to the equation

$$
\begin{equation*}
-\hat{\mathcal{R}}_{m k, v v}+\left[\frac{k^{2}}{r^{2}} \operatorname{sech}^{2}(y)-\operatorname{sech}(y) \tanh (y) \frac{k}{r}\right] \hat{\mathcal{R}}_{m k}=\frac{3 m^{2}}{\Lambda} \hat{\mathcal{R}}_{m k} \tag{4.68}
\end{equation*}
$$

which does not have localizable solutions. But Weyl spinors are the simplest form of fermions and it is possible that massive or charged fermions could lead to a localization mechanism, the next subsection will propose that the inclusion of a gauge field leads to the localization of fermionic matter.

### 4.3.2 Six-Dimensional Charged Weyl Spinors

Weyl spinors fail to be localizable in intersecting-like models, thus additional interacting terms must be included if spinors ought to be localizable in the brane. Suppose that a Weyl spinor interacts with some $(0, q)$-tensor field, with an associated interacting term

$$
\begin{equation*}
\mathcal{L}_{i n t}=\alpha \bar{\Psi} T_{M_{1} M_{2} \ldots M_{q}} \Gamma^{M_{1}} \Gamma^{M_{2}} \ldots \Gamma^{M_{q}} \Psi . \tag{4.69}
\end{equation*}
$$

The equations of motion for Weyl spinors thus become

$$
\left[\hat{\mathfrak{e}}^{\mu} \bar{\nu}^{\bar{\nu}} \hat{\nabla}_{\mu}+\mathcal{D}^{\bar{i}} \Gamma_{\bar{i}}+\alpha T_{M_{1} M_{2} \ldots M_{q}} \Gamma^{M_{1}} \Gamma^{M_{2}} \ldots \Gamma^{M_{q}}\right] \Psi=0
$$

Suppose that $q$ is an even number or zero, thus the interacting term contributes necessarily as

$$
\Gamma^{M_{1}} \Gamma^{M_{2}} \ldots . \Gamma^{M_{q}} \Psi=\Gamma^{M_{1}} \Gamma^{M_{2}} \ldots \Gamma^{M_{q}}\left[\begin{array}{l}
\Psi_{+}  \tag{4.70}\\
\Psi_{-}
\end{array}\right]=\left[\begin{array}{l}
(\ldots) \Psi_{+} \\
(\ldots) \Psi_{-}
\end{array}\right]
$$

On the other hand, the dynamical terms in the differential equation contributes as

$$
\left(\hat{\mathfrak{e}}^{\mu}{ }_{\bar{\nu}} \bar{\nu}^{\bar{\nu}} \hat{\nabla}_{\mu}+\mathcal{D}^{\bar{i}} \Gamma_{\bar{i}}\right) \Psi=\left(\hat{\mathfrak{e}}^{\mu}{ }_{\bar{\nu}} \Gamma^{\bar{\nu}} \hat{\nabla}_{\mu}+\mathcal{D}^{\bar{i}} \Gamma_{\bar{i}}\right)\left[\begin{array}{l}
\Psi_{+}  \tag{4.71}\\
\Psi_{-}
\end{array}\right]=\left[\begin{array}{l}
(\ldots) \Psi_{-} \\
(\ldots) \Psi_{+}
\end{array}\right] .
$$

Therefore there will be a coupling between $\Psi_{+}$and $\Psi_{-}$, and, after chiral splitting, one finds four coupled differential equations for $R^{+}, R^{-}, L^{+}$and $L^{-}$, which will necessarily lead to fourth order differential equations. To avoid having to solve such an enhanced problem, one must restrict $q$ to be odd, which necessarily decouples $\Psi_{+}$and $\Psi_{-}$, thus leading to second order differential equations for $R^{+}, R^{-}, L^{+}$and $L^{-}$.

The simplest tensorial interaction, for odd $q$, is with a $U(1)$ gauge field $\mathrm{B}_{M}$. The gauge field can thus be interpreted as a curvature to which the fermions couple, exactly like the curvature of space-time. Suppose now a Weyl spinor coupled to a gauge field, $\mathrm{B}_{M}$, whose dynamics is governed by the action

$$
\begin{equation*}
S_{d}=\int \mathrm{d}^{6} x \sqrt{-g} \bar{\Psi} \Gamma^{M} \mathrm{D}_{M} \Psi \tag{4.72}
\end{equation*}
$$

where $\mathrm{D}_{M}=\nabla_{M}-i \mathrm{~B}_{M}$. If the gauge field finds itself in a zero mode, i.e. $\mathrm{B}_{\mu}=\mathrm{B}_{\mu}\left(x^{\nu}\right)$ and $\mathrm{B}_{i}=\mathrm{B}_{i}\left(y^{j}\right)$, the calculations to achieve the localization of charged Weyl spinors are similar to the ones performed in Subsec. 4.3.1, and, after applying a separation of variables technique and chiral splitting, one finds the equations

$$
\begin{equation*}
m_{ \pm} R_{m}^{ \pm}-\overline{\mathcal{D}}^{\bar{u}} L_{m}^{ \pm} \pm i \overline{\mathcal{D}}^{\bar{v}} L_{m}^{ \pm}=0 \tag{4.73}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{ \pm} L_{m}^{ \pm}+\overline{\mathcal{D}}^{\bar{u}} R_{m}^{ \pm} \pm i \overline{\mathcal{D}}^{\bar{v}} R_{m}^{ \pm}=0 \tag{4.74}
\end{equation*}
$$

where it is defined

$$
\begin{equation*}
\overline{\mathcal{D}}^{\bar{u}}=e^{-A} e^{f}\left(\partial_{u}-2 A_{, u}-\frac{1}{2} h_{, u}-i \mathrm{~B}_{u}\right), \tag{4.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathcal{D}}^{\bar{v}}=e^{-A} e^{h}\left(\partial_{v}-2 A_{, v}-\frac{1}{2} f_{, v}-i \mathrm{~B}_{v}\right) . \tag{4.76}
\end{equation*}
$$

To solve Eqs. (4.73) and (4.74) a separation of variables technique will generally be necessary, which is only achievable if one assumes that $\mathrm{B}_{v}=0$ and $\mathrm{B}_{u}=\mathrm{B}_{u}(v)$. The zero modes can thus be straightforwardly determined from Eqs. (4.73) and (4.74) for any braneworld model. Take coordinates such that $f=h$ and apply a separation of variables technique to find

$$
\begin{equation*}
R_{0}^{ \pm}=e^{2 A} e^{\frac{f}{2}} \sum_{k} C_{k}^{ \pm} e^{i k u} e^{\mp k v} e^{ \pm \int \mathrm{B}_{u} \mathrm{~d} v} \tag{4.77}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{0}^{ \pm}=e^{2 A} e^{\frac{f}{2}} \sum_{k} D_{k}^{ \pm} e^{i k u} e^{ \pm k v} e^{\mp} \int \mathrm{B}_{u} \mathrm{~d} v \tag{4.78}
\end{equation*}
$$

The normalization condition for the zero modes reads

$$
\begin{equation*}
\int \mathrm{d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{R}_{0}^{ \pm} R_{0}^{ \pm}=\sum_{k, l} \bar{C}_{l}^{ \pm} C_{k}^{ \pm} \int \mathrm{d} u \int \mathrm{~d} v e^{i(k-l) u} e^{A-f} e^{ \pm(l+k) v} e^{ \pm 2 \int \mathrm{~B}_{u} \mathrm{~d} v}=1 \tag{4.79}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \mathrm{d}^{2} y \sqrt{\hat{\sigma}} e^{-5 A} \bar{L}_{0}^{ \pm} L_{0}^{ \pm}=\sum_{k, l} \bar{D}_{l}^{ \pm} D_{k}^{ \pm} \int \mathrm{d} u \int \mathrm{~d} v e^{i(k-l) u} e^{A-f} e^{ \pm(l+k) v} e^{\mp 2 \int \mathrm{~B}_{u} \mathrm{~d} v}=1 \tag{4.80}
\end{equation*}
$$

which can be satisfied at the same time by either $R_{0}^{+}$and $L_{0}^{-}$, or $R_{0}^{-}$and $L_{0}^{+}$if the integral of $\mathrm{B}_{u}$ leads to a localized function. Therefore zero modes must take one of two forms,

$$
\Psi_{0}=\left[\begin{array}{c}
L_{0}^{+} \psi_{0+}^{L}  \tag{4.81}\\
0 \\
0 \\
R_{0}^{-} \psi_{0-}^{R}
\end{array}\right] \quad \text { or } \quad \Psi_{0}=\left[\begin{array}{c}
0 \\
R_{0}^{+} \psi_{0+}^{R} \\
L_{m}^{-} \psi_{0-}^{L} \\
0
\end{array}\right] .
$$

On the other hand, massive modes are not so straightforward and more assumptions will be necessary to achieve a separation of the co-dimensional variables for Eqs. (4.73)
and (4.74). Once applied the identification $m=m_{+}=m_{-}, R_{m}=R_{m}^{+}=L_{m}^{-}$and $L_{m}=L_{m}^{+}=-R_{m}^{-}$, Eqs. (4.73) and (4.74) can be combined to achieve two Schrödinger-like equations,

$$
\begin{equation*}
m^{2} R_{m}+\overline{\mathcal{D}}^{\bar{u}} \overline{\mathcal{D}}^{\bar{u}} R_{m}+i\left[\overline{\mathcal{D}}^{\bar{u}}, \overline{\mathcal{D}}^{\bar{v}}\right] R_{m}+\overline{\mathcal{D}}^{\bar{v}} \overline{\mathcal{D}}^{\bar{v}} R_{m}=0 \tag{4.82}
\end{equation*}
$$

and

$$
\begin{equation*}
m^{2} L_{m}+\overline{\mathcal{D}}^{\bar{u}} \overline{\mathcal{D}}^{\bar{u}} L_{m}-i\left[\overline{\mathcal{D}}^{\bar{u}}, \overline{\mathcal{D}}^{\bar{v}}\right] L_{m}+\overline{\mathcal{D}}^{\bar{v}} \overline{\mathcal{D}}^{\bar{v}} L_{m}=0 \tag{4.83}
\end{equation*}
$$

Informed by the previous results in Sec. 4.3.1, one chooses coordinates such that $\tilde{f}=\tilde{A}$ and $\hat{h}=\hat{A}$, and a separation of the co-dimensional variables is thus achievable if $\tilde{h}=\tilde{A}$ or $\hat{f}=\hat{A}$. Choosing the first, $\tilde{h}=\tilde{A}$, and applying a separation of variables technique,

$$
\begin{equation*}
\mathcal{R}_{m}=\sum_{k} e^{i k \theta} \hat{\mathcal{R}}_{m k}(v) \tag{4.84}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{m}=\sum_{k} e^{i k \theta} \hat{\mathcal{L}}_{m k}(v), \tag{4.85}
\end{equation*}
$$

leads to two Schrödinger-like equations,

$$
\begin{equation*}
-\hat{\mathcal{R}}_{m k, v v}+\left[e^{2 \hat{f}-2 \hat{A}}\left(\mathrm{~B}_{u}-\frac{k}{r}\right)^{2}-\left(e^{\hat{f}-\hat{A}}\right)_{, v} \frac{k}{r}+\left(e^{\hat{f}-\hat{A}} \mathrm{~B}_{u}\right)_{, v}\right] \hat{\mathcal{R}}_{m k}=m^{2} \hat{\mathcal{R}}_{m k} \tag{4.86}
\end{equation*}
$$

and

$$
\begin{equation*}
-\hat{\mathcal{L}}_{m k, v v}+\left[e^{2 \hat{f}-2 \hat{A}}\left(\mathrm{~B}_{u}-\frac{k}{r}\right)^{2}+\left(e^{\hat{f}-\hat{A}}\right)_{, v} \frac{k}{r}-\left(e^{\hat{f}-\hat{A}} \mathrm{~B}_{u}\right)_{, v}\right] \hat{\mathcal{L}}_{m k}=m^{2} \hat{\mathcal{L}}_{m k} \tag{4.87}
\end{equation*}
$$

where $u=r \theta$, and $\theta \in \mathbb{S}^{1}$. Eqs. (4.86) and (4.87) can finally be applied to the models previously categorized, with the exception of models $I$ and $I I$ that do not satisfy the condition $\tilde{h}=\tilde{A}$.

### 4.3.2.1 Trivial-like Models

Once applied to trivial-like models, Eqs. (4.86) and (4.87) are cast as

$$
\begin{equation*}
-\hat{\mathcal{R}}_{m k, v v}+\left[\left(\mathrm{B}_{u}-\frac{k}{r}\right)^{2}+\mathrm{B}_{u, v}\right] \hat{\mathcal{R}}_{m k}=m^{2} \hat{\mathcal{R}}_{m k} \tag{4.88}
\end{equation*}
$$

and

$$
\begin{equation*}
-\hat{\mathcal{L}}_{m k, v v}+\left[\left(\mathrm{B}_{u}-\frac{k}{r}\right)^{2}-\mathrm{B}_{u, v}\right] \hat{\mathcal{L}}_{m k}=m^{2} \hat{\mathcal{L}}_{m k} \tag{4.89}
\end{equation*}
$$

To realize a simple quantum mechanical potential, the gauge field is assumed to be

$$
\begin{equation*}
\mathrm{B}_{u}=\mathrm{b} \tanh (C v), \tag{4.90}
\end{equation*}
$$

which once applied to Eqs. (4.88) and (4.89) implies in two Morse-Rosen equations,

$$
\begin{equation*}
-\mathrm{R}_{m k, y y}+\left[-\lambda(\lambda-1) \operatorname{sech}^{2}(y)-k s \tanh (y)\right] \mathrm{R}_{m k}=\epsilon \mathrm{R}_{m k} \tag{4.91}
\end{equation*}
$$

and

$$
\begin{equation*}
-\mathrm{L}_{m k, y y}+\left[-\lambda(\lambda+1) \operatorname{sech}^{2}(y)-k s \tanh (y)\right] \mathrm{L}_{m k}=\epsilon \mathrm{L}_{m k}, \tag{4.92}
\end{equation*}
$$

where $y=C v, \lambda=\frac{\mathrm{b}}{r C}, s=\frac{2 \lambda}{r C}, \epsilon=\frac{m^{2}}{C^{2}}-\frac{k^{2} s^{2}}{4 \lambda^{2}}-\lambda^{2}$ and b is a real valued constant. The quantum mechanical potential associated with left and right-handed spinors are, respectively,

$$
\begin{equation*}
U_{R}=\left[-\lambda(\lambda-1) \operatorname{sech}^{2}(y)-k s \tanh (y)\right], \tag{4.93}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{L}=\left[-\lambda(\lambda+1) \operatorname{sech}^{2}(y)-k s \tanh (y)\right] . \tag{4.94}
\end{equation*}
$$

The potentials $U_{R}$ and $U_{L}$, Eqs. (4.93) and (4.94), have an associated global minima $^{6}$ if $\lambda>1$ and $2 \lambda(\lambda-1)>s|k|$, and $\lambda>0$ and $2 \lambda(\lambda+1)>s|k|$, respectively. Thus creating the conditions for producing bound states for all real valued $s$ and integer $k$. The quantum mechanical potential, Eqs. (4.93) and (4.94), of the left and right-handed equations are depicted in Fig. 21.


Figure 21 - (a) The quantum mechanical potential associated with right-handed spinors, $U_{R}$, for $\lambda=4$ (solid lines), $\lambda=3$ (dashed lines) and $\lambda=2$ (dotted lines). (b) The quantum mechanical potential associated with left-handed spinors, $U_{L}$, for $\lambda=4$ (solid lines), $\lambda=3$ (dashed lines), $\lambda=2$ (dot-dashed lines) and $\lambda=1$ (dotted lines). The plots are for $k=0$ (blue lines), $k=1$ (black lines) and $k=-1$ (red lines), with $s=2$.

The general solution of Eqs. (4.91) and (4.92) are, respectively,

$$
\begin{align*}
\mathrm{R}_{m k}=c_{1} \operatorname{sech}^{q}(y) & e^{p y}{ }_{2} F_{1}\left(q+1-\lambda, \lambda+q ; q-p+1 ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right) \\
& +c_{2} \operatorname{sech}^{p}(y) e^{q y}{ }_{2} F_{1}\left(-\lambda+p+1, \lambda+p ; p-q+1 ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right), \tag{4.95}
\end{align*}
$$

[^21]and
\[

$$
\begin{align*}
& \mathrm{L}_{m k}=d_{1} \operatorname{sech}^{q}(y) e^{p y}{ }_{2} F_{1}\left(q-\lambda, \lambda+1+q ; q-p+1 ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right) \\
&+d_{2} \operatorname{sech}^{p}(y) e^{q y}{ }_{2} F_{1}\left(-\lambda+p, \lambda+1+p ; p-q+1 ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right) \tag{4.96}
\end{align*}
$$
\]

where $q=\frac{\sqrt{\sqrt{\epsilon^{2}-k^{2} s^{2}}-\epsilon}}{\sqrt{2}}$ and $p=\operatorname{sign}(k) \frac{\sqrt{-\epsilon-\sqrt{\epsilon^{2}-k^{2} s^{2}}}}{\sqrt{2}}$. If $\epsilon \geq-|k| s$ or $m \geq\left|\lambda-\frac{|k|}{r C}\right|$ then Eqs. (4.95) and (4.96) correspond to the propagating modes. Otherwise, for $\epsilon<-|k| s$, the solutions (4.95) and (4.96) leads to the bound states

$$
\begin{equation*}
\mathrm{R}_{m k}=c_{1} \operatorname{sech}^{\lambda-j-1}(y) e^{\frac{k s y}{2(\lambda-j-1)}} 2 F_{1}\left(-j, 2 \lambda-j-1 ; \lambda+\frac{k s}{2(\lambda-j-1)}-j ; \frac{e^{y} \operatorname{sech}(y)}{2}\right), \tag{4.97}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{L}_{m k}=d_{1} \operatorname{sech}^{\lambda-j-1}(y) e^{\frac{k s y}{2(\lambda-j-1)}}{ }_{2} F_{1}\left(-j-1,2 \lambda-j ; \lambda+\frac{k s}{2(\lambda-j-1)}-j ; \frac{e^{y} \operatorname{sech}(y)}{2}\right), \tag{4.98}
\end{equation*}
$$

both associated with the mass eigenvalues

$$
\begin{equation*}
m=C \frac{\sqrt{(j+1)(2 \lambda-j-1)}}{2 \lambda(\lambda-j-1)} \sqrt{4 \lambda^{2}(\lambda-j-1)^{2}-k^{2} s^{2}} \tag{4.99}
\end{equation*}
$$

where ${ }^{7} j$ is a natural number. In this way there is always a mass gap between the zero and massive modes, be it the discrete or continuous modes.

### 4.3.2.2 Intersecting-like Models: Model IV

To readily employ Eqs. (4.86) and (4.87) to model $I V$ it is convenient to work with coordinates such that

$$
\begin{equation*}
v=\frac{2}{\sqrt{C}} \arcsin [\tanh (z)] \tag{4.100}
\end{equation*}
$$

which, from Eq. (2.104), implies into the metric $I V$ recasted as

$$
\begin{equation*}
g^{I V}=\frac{4 \Lambda}{3 C} \operatorname{sech}^{2}(z) e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \tilde{A}} \mathrm{~d} u^{2}+\frac{4}{C} \operatorname{sech}^{2}(z) e^{-2 \tilde{A}} \mathrm{~d} z^{2} \tag{4.101}
\end{equation*}
$$

A simple quantum mechanical potential is realized if

$$
\begin{equation*}
\mathrm{B}_{z}=B_{0} \sinh (z) \tag{4.102}
\end{equation*}
$$

and Eqs. (4.86) and (4.87) can thus be written as

$$
\begin{align*}
&-\mathrm{R}_{m k, z z}+\left\{\left[k^{2} \mathrm{~b}^{2}-\mathrm{a}(\mathrm{a}-1)\right] \operatorname{sech}^{2}(z)\right. \\
&+k \mathrm{~b}(1-2 \mathrm{a}) \operatorname{sech}(z) \tanh (z)\} \mathrm{R}_{m k}=\left(\frac{3 m^{2}}{\Lambda}-\mathrm{a}^{2}\right) \mathrm{R}_{m k} \tag{4.103}
\end{align*}
$$

[^22]and
\[

$$
\begin{align*}
-\mathrm{L}_{m k, z z}+\left\{\left[k^{2} \mathrm{~b}^{2}-\mathrm{a}(\mathrm{a}\right.\right. & +1)] \operatorname{sech}^{2}(z) \\
& -k \mathrm{~b}(1+2 \mathrm{a}) \operatorname{sech}(z) \tanh (z)\} \mathrm{L}_{m k}=\left(\frac{3 m^{2}}{\Lambda}-\mathrm{a}^{2}\right) \mathrm{L}_{m k} \tag{4.104}
\end{align*}
$$
\]

where $\mathbf{a}=\frac{2 e B_{0}}{\sqrt{C}}$ and $\mathrm{b}=\frac{2}{\varrho \sqrt{C}}$. The quantum mechanical potential associated with left and right-handed spinors are, respectively,

$$
\begin{equation*}
U_{R}=\left[k \mathrm{~b}(1-2 \mathrm{a}) \operatorname{sech}(z) \tanh (z)-\mathrm{a}(\mathrm{a}-1) \operatorname{sech}^{2}(z)+k^{2} \mathrm{~b}^{2} \operatorname{sech}^{2}(z)\right] \tag{4.105}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{L}=\left[-k \mathrm{~b}(1+2 \mathrm{a}) \operatorname{sech}(z) \tanh (z)-\mathrm{a}(\mathrm{a}+1) \operatorname{sech}^{2}(z)+k^{2} \mathrm{~b}^{2} \operatorname{sech}^{2}(z)\right] . \tag{4.106}
\end{equation*}
$$

The potentials $U_{R}$ and $U_{L}$ have an associated global minima for a $>1$ and a $>0$, respectively, and they create the conditions for producing bound states for all real valued $b$ and integer $k$. The quantum mechanical potential, Eqs. (4.105) and (4.106), of the left and right-handed equations are depicted in Fig. 22. If $3 m^{2} \geq a^{2} \Lambda$ the solutions of Eqs. (4.103)


Figure 22 - (a) The quantum mechanical potential associated with right-handed spinors, $U_{R}$, for $\mathrm{a}=4$ (solid lines), $\mathrm{a}=3$ (dashed lines) and $\mathrm{a}=2$ (dotted lines). (b) The quantum mechanical potential associated with left-handed spinors, $U_{L}$, for $\mathrm{a}=4$ (solid lines), $\mathrm{a}=3$ (dashed lines), $\mathrm{a}=2$ (dot-dashed lines) and $\mathrm{a}=1$ (dotted lines). The plots are for $k=0$ (blue lines), $k=1$ (black lines) and $k=-1$ (red lines), with $\mathrm{b}=4$.
and (4.104) correspond to propagating modes, otherwise they are described by bound states. For $k=0$, Eqs. (4.103) and (4.104) become a Posch-Teller equation, and the bound states can be straightforwardly determined. The general case requires a more intricate analysis. After returning to the departure coordinate $v$, from Eq. (4.100), thus recasting the metric as (2.104), and rescaling the wavefunctions, $\mathrm{R}_{m k}=e^{\frac{\hat{A}}{2}} \hat{\mathcal{R}}_{k m}$ and $\mathrm{L}_{m k}=e^{\frac{\hat{A}}{2}} \hat{\mathcal{L}}_{k m}$, the Schrödinger-like equations, Eqs. (4.103) and (4.104), become a trigonometric Morse-Rosen
equation,

$$
\begin{equation*}
-\hat{\mathcal{R}}_{k m, y y}+\left\{\frac{l(l-1)}{4 \cos ^{2}\left(\frac{y}{2}\right)}-k \mathrm{~b}\left(\mathrm{a}-\frac{1}{2}\right) \tan \left(\frac{y}{2}\right)+k^{2} \mathrm{~b}^{2}-\frac{1}{4}\left(\mathrm{a}-\frac{1}{2}\right)^{2}\right\} \hat{\mathcal{R}}_{k m}=0 \tag{4.107}
\end{equation*}
$$

and

$$
\begin{equation*}
-\hat{\mathcal{L}}_{k m, y y}+\left\{\frac{l(l-1)}{4 \cos ^{2}\left(\frac{y}{2}\right)}-k \mathrm{~b}\left(\mathrm{a}+\frac{1}{2}\right) \tan \left(\frac{y}{2}\right)+k^{2} \mathrm{~b}^{2}-\frac{1}{4}\left(\mathrm{a}+\frac{1}{2}\right)^{2}\right\} \hat{\mathcal{L}}_{k m}=0 \tag{4.108}
\end{equation*}
$$

where $l=\sqrt{\mathrm{a}^{2}-\frac{3 m^{2}}{\Lambda}}+\frac{1}{2}\left(\right.$ or $\left.m=\sqrt{\frac{\Lambda}{3}} \sqrt{\mathrm{a}^{2}-\left(l-\frac{1}{2}\right)^{2}}\right)$ and $y=\sqrt{C} v$. The general solution of Eqs. (4.107) and (4.108) are, respectively,

$$
\begin{align*}
\hat{\mathcal{R}}_{k}= & \mathrm{c}_{1}\left(e^{i \frac{y}{2}}\right)^{\mathrm{a}+2 i k \mathrm{~b}-\frac{1}{2}+l} \cos ^{l}\left(\frac{y}{2}\right){ }_{2} F_{1}\left(\mathrm{a}+l-\frac{1}{2}, l+2 i k \mathrm{~b} ; \mathrm{a}+2 i k \mathrm{~b}+\frac{1}{2} ;-e^{i y}\right) \\
& +\mathrm{c}_{2}\left(e^{i \frac{y}{2}}\right)^{l-\mathrm{a}-2 i k \mathrm{~b}+\frac{1}{2}} \cos ^{l}\left(\frac{y}{2}\right){ }_{2} F_{1}\left(l+\frac{1}{2}-\mathrm{a}, l-2 i k \mathrm{~b} ; \frac{3}{2}-\mathrm{a}-2 i k \mathrm{~b} ;-e^{i y}\right) \tag{4.109}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\mathcal{L}}_{k}= & \mathrm{d}_{1}\left(e^{i \frac{y}{2}}\right)^{-\mathrm{a}-2 i k \mathrm{~b}-\frac{1}{2}+l} \cos ^{l}\left(\frac{y}{2}\right){ }_{2} F_{1}\left(l-\frac{1}{2}-\mathrm{a}, l-2 i k \mathrm{~b} ; \frac{1}{2}-\mathrm{a}-2 i k \mathrm{~b} ;-e^{i y}\right) \\
& +\mathrm{d}_{2}\left(e^{i \frac{y}{2}}\right)^{\mathrm{a}+2 i k \mathrm{~b}+\frac{1}{2}+l} \cos ^{l}\left(\frac{y}{2}\right){ }_{2} F_{1}\left(\mathrm{a}+l+\frac{1}{2}, 2 i k \mathrm{~b}+l ; \mathrm{a}+2 k \mathrm{~b} i+\frac{3}{2} ;-e^{i y}\right) . \tag{4.110}
\end{align*}
$$

The asymptotic behavior of expressions (4.109) and (4.110) at $y$ approaching $\pm \pi$ can be cast as

$$
\begin{align*}
& \hat{\mathcal{R}}_{k} \rightarrow \mathrm{c}_{1}\left(e^{i \frac{y}{2}}\right)^{\mathrm{a}+2 i k \mathrm{~b}-\frac{1}{2}+l}\left[\frac{\cos ^{l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma(2 i k \mathbf{b}+1-l) \Gamma\left(\mathrm{a}+\frac{1}{2}-l\right)}\right. \\
&\left.-\left(e^{i \frac{y}{2}}\right)^{1-2 l} \frac{2^{1-2 l} \cos ^{1-l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma\left(\mathrm{a}+l-\frac{1}{2}\right) \Gamma(l+2 i k \mathbf{b})}\right] \\
&+\mathrm{c}_{2}\left(e^{i \frac{y}{2}}\right)^{-\mathrm{a}-2 i k \mathbf{b}+\frac{1}{2}+l}\left[\frac{\cos ^{l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma(1-2 i k \mathbf{b}-l) \Gamma\left(\frac{3}{2}-\mathrm{a}-l\right)}\right. \\
&\left.-\left(e^{i \frac{y}{2}}\right)^{1-2 l} \frac{2^{1-2 l} \cos ^{1-l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma\left(l+\frac{1}{2}-\mathrm{a}\right) \Gamma(l-2 i k \mathbf{b})}\right] \tag{4.111}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{\mathcal{L}}_{k} \rightarrow \mathrm{~d}_{1}\left(e^{i \frac{y}{2}}\right)^{-\mathrm{a}-2 i k \mathbf{b}-\frac{1}{2}+l}\left[\frac{\cos ^{l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma(1-l-2 i k \mathbf{b}) \Gamma\left(\frac{1}{2}-\mathrm{a}-l\right)}\right. \\
&\left.-\left(e^{i \frac{y}{2}}\right)^{1-2 l} \frac{2^{1-2 l} \cos ^{1-l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma\left(l-\frac{1}{2}-\mathrm{a}\right) \Gamma(l-2 i k \mathbf{b})}\right] \\
&+\mathrm{d}_{2}\left(e^{i \frac{y}{2}}\right)^{\mathrm{a}+2 i k \mathbf{b}+\frac{1}{2}+l}\left[\frac{\cos ^{l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma(1+2 i k \mathbf{b}-l) \Gamma\left(\mathrm{a}+\frac{3}{2}-l\right)}\right. \\
&\left.-\left(e^{i \frac{y}{2}}\right)^{1-2 l} \frac{2^{1-2 l} \cos ^{1-l}\left(\frac{y}{2}\right) \Gamma(1-2 l) \Gamma(2 l)}{\Gamma\left(\mathrm{a}+l+\frac{1}{2}\right) \Gamma(2 i k \mathbf{b}+l)}\right], \tag{4.112}
\end{align*}
$$

respectively. Thus, the bound states of Eqs. (4.107) and (4.108) are, respectively, the ones for which ${ }^{8} l=\mathrm{a}-j-\frac{1}{2}$ and $\mathrm{c}_{1}=0$, and $l=\frac{1}{2}+\mathrm{a}-j$ and $\mathrm{d}_{2}=0$, where $j \in \mathbb{N}$. Otherwise, expressions (4.109) and (4.110) will not be normalizable, since the components with $\cos ^{1-l}\left(\frac{y}{2}\right)$ of expressions (4.111) and (4.112) will always imply in divergent integrands ${ }^{9}$ for the normalization. Explicitly, the eigenstates of Eqs. (4.107) and (4.108) are, respectively,

$$
\begin{equation*}
\hat{\mathcal{R}}_{k j}=\mathrm{c}_{k j} e^{k \mathrm{~b} y-i j \frac{y}{2}} \cos ^{\mathrm{a}-j-\frac{1}{2}}\left(\frac{y}{2}\right){ }_{2} F_{1}\left(-j, \mathrm{a}-j-\frac{1}{2}-2 i k \mathrm{~b} ; \frac{3}{2}-\mathrm{a}-2 i k \mathrm{~b} ;-e^{i y}\right), \tag{4.113}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\mathcal{L}}_{k j}=\mathrm{d}_{k j} e^{\left[k \mathrm{~b}-\frac{i(j+1)}{2}\right] y} \cos ^{\mathrm{a}-j-\frac{1}{2}}\left(\frac{y}{2}\right){ }_{2} F_{1}\left(-j-1, \mathrm{a}-j-\frac{1}{2}-2 i k \mathrm{~b} ; \frac{1}{2}-\mathrm{a}-2 i k \mathrm{~b} ;-e^{i y}\right), \tag{4.114}
\end{equation*}
$$

with mass eigenvalues

$$
\begin{equation*}
m=\sqrt{\frac{\Lambda}{3}} \sqrt{j+1} \sqrt{2 \mathrm{a}-j-1} \tag{4.115}
\end{equation*}
$$

where $\mathrm{a}>j+1$. A normalizable zero mode is solely achieved for the left-handed expression, from Eq. (4.114) with ${ }^{10} j=-1$. Notice that there are left and right-handed normalizable zero modes, because $L_{m}=L_{m}^{+}=-R_{m}^{-}$. Thus, a zero mode can be localized for the positive left-handed spinors, while the right-handed can only be localized for negative ones ${ }^{11}$.

Finally, returning to the coordinate $z$, from Eq. (4.100), and rescaling the wave functions, one achieves the bound states of Eqs. (4.103) and (4.104):

$$
\begin{align*}
\mathrm{R}_{k j}= & \mathrm{c}_{k j} e^{2 k \mathrm{~b} \arcsin [\tanh (z)]}[\operatorname{sech}(z)-i \tanh (z)]^{j} \operatorname{sech}^{\mathrm{a}-j-1}(z) \times \\
& \times{ }_{2} F_{1}\left(-j, \mathrm{a}-j-\frac{1}{2}-2 i k \mathrm{~b} ; 2 \mathrm{a}-2 j-1 ; 1+[\operatorname{sech}(z)+i \tanh (z)]^{2}\right), \tag{4.116}
\end{align*}
$$

[^23]and
\[

$$
\begin{align*}
\mathrm{L}_{k j}= & \mathrm{d}_{k j} e^{2 k \mathrm{~b} \arcsin [\tanh (z)]}[\operatorname{sech}(z)-i \tanh (z)]^{j+1} \operatorname{sech}^{\mathrm{a}-j-1}(z) \times \\
& \times{ }_{2} F_{1}\left(-j-1, \mathrm{a}-j-\frac{1}{2}-2 i k \mathrm{~b} ; 2 \mathrm{a}-2 j-1 ; 1+[\operatorname{sech}(z)+i \tanh (z)]^{2}\right) \tag{4.117}
\end{align*}
$$
\]

Some of the normalizable modes, from Eqs. (4.116) and (4.117), are depicted in Figs. 23, 24, 25 and 26. The eigenvalues of Eqs. (4.103) and (4.104) are the same as a Posch-Teller system, however the eigenstates are not symmetrical with respect to the center of the configuration, which is justified by the shape and depth of the potentials $U_{R}$ and $U_{L}$, as presented in Fig. 22.


Figure 23 - The normalized zero modes with $\mathrm{a}=\mathrm{b}=4$, for $k=0$ (solid blue line), $k=1$ (solid red line), $k=2$ (solid black line), $k=3$ (solid brown line), $k=-1$ (dashed red line), $k=-2$ (dashed black line) and $k=-3$ (dashed brown line).


Figure 24 - (a) The normalized right-handed bound states. (b) The normalized left-handed bound states. The plots are for $k=0$ (solid blue line), $k=1$ (solid red line), $k=2($ solid black line), $k=3$ (solid brown line), $k=-1$ (dashed red line), $k=-2$ (dashed black line) and $k=-3$ (dashed brown line), with $\mathrm{a}=\mathrm{b}=4$ and $j=0$.


Figure 25 - (a) The normalized right-handed bound states. (b) The normalized left-handed bound states. The plots are for $k=0$ (solid blue line), $k=1$ (solid red line), $k=2($ solid black line), $k=3$ (solid brown line), $k=-1$ (dashed red line), $k=-2$ (dashed black line) and $k=-3$ (dashed brown line), with $\mathrm{a}=\mathrm{b}=4$ and $j=1$.


Figure 26 - (a) The normalized right-handed bound states. (b) The normalized left-handed bound states. The plots are for $k=0$ (solid blue line), $k=1$ (solid red line), $k=2$ (solid black line), $k=3$ (solid brown line), $k=-1$ (dashed red line), $k=-2$ (dashed black line) and $k=-3$ (dashed brown line), with $\mathrm{a}=\mathrm{b}=4$ and $j=2$.

## 5 Asymmetrical Branes and the Charged Lepton Spectrum

Within the Standard Model (SM), the masses and mixings of the quarks and leptons originates from their interactions with the Higgs field. Even though such interactions have been experimentally confirmed, the interaction coupling constants are free parameters and the generating mechanism of the relations between them is still unveiled. Notwithstanding the well-defined mass spectrum exhibited by the three families of charged leptons, an explanation for the mass values and their relative gaps is indeed an open problem. Phenomenological approaches [93, 94] have been proposed through empirical relations among the fermion masses, as an attempt of uncovering some of its underlying physics ${ }^{1}$.

In a parallel context, extra dimensions have played a prominent role in our understanding of the hierarchy between the Planck and weak scales [2, 3]. Thus, it is natural to assume that other properties of the SM could also be understood from such paradigm. The mass spectrum of fermions should be no different. The most promising higherdimensional scenarios are based on braneworld models with non-factorizable geometries $[3,4,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,1,69,95]$, where a $\mathbb{Z}_{2}$-symmetric brane is mostly assumed ${ }^{2}$. Nevertheless, generalization of these models are obtained by relaxing the mirror symmetry across the brane [33, 51, 55, 98, $99,100,101,102,103,104,105,106,107,108,109,110]$. The term "asymmetric" brane refers to any braneworld model for which the mirror symmetry is not required. Here, an asymmetric brane model will be an essential feature for realizing the spectrum of the fermions.

In this chapter, a braneworld mechanism for explaining the charged lepton mass spectrum is evaluated. Modeling the fermion spectrum through extra dimensions is indeed not a new idea. It has been addressed in the literature through different contexts $[111,112,113,114,115,116,117,118,119,120,121]$. However, instead of either considering that the distinct chiralities are differently placed over the extra dimensions $[111,112]$ or relying on a non-trivial higher-dimensional Higgs and several other fields [113, 114, 115,

1 For instance, the so-called Koide's mass formula [93, 94],

$$
\begin{equation*}
\mathcal{K}=\frac{m_{e}+m_{\mu}+m_{\tau}}{\left(\sqrt{m_{e}}+\sqrt{m_{\mu}}+\sqrt{m_{\tau}}\right)^{2}}=\frac{2}{3}, \tag{5.1}
\end{equation*}
$$

provides such a speculative relation which can be translated as a weaker condition for the fractions $m_{\mu} / m_{e} \approx 207$ and $m_{\tau} / m_{\mu} \approx 17$, here $m_{e}, m_{\mu}$ and $m_{\tau}$.
2 Since they are generally motivated by the Horava-Witten model [96, 97].
$116,117,118,119,120,121]$, a simpler mechanism shall be here admitted. By considering a six-dimensional braneworld constructed from an asymmetric conformally flat metric, a non-trivial bulk profile for the gauge boson and a dark ${ }^{3}$ scalar field, a single six-dimensional charged spinorial field, whose dynamic is driven by an ordinary $S U(2) \times U(1)$ action, is shown to give rise to several massive four-dimensional spinors. In particular, for the right choice of the parameters, the number of massive spinors becomes exactly three, and their mass spectrum shall coincide with that for the charged leptons.

Without a supporting action, i.e. without knowing the equations of motion, to drive the dynamics of the leptons, one can construct some general ideas of how the leptons masses might be realized for higher-dimensional models. First, assume a six-dimensional model, be it a braneworld model or not, for which one of the additional dimensions is compactified in a circle. Secondly, assume that a zero mode of leptons can be localized, taking the form

$$
\Psi_{0}^{(6)}=\sum_{k}\left[\begin{array}{c}
L_{0 k}^{+}(\theta, y) \psi_{0 k}^{L+}\left(x^{\mu}\right)  \tag{5.2}\\
0 \\
0 \\
R_{0 k}^{-}(\theta, y) \psi_{0 k}^{R-}\left(x^{\mu}\right)
\end{array}\right]
$$

where $\theta \in \mathbb{S}^{1}, y$ is the other additional dimension and $k \in \mathbb{Z}$. Thirdly, suppose that the masses of the leptons is driven by an interaction with the Higgs field, i.e.

$$
\begin{equation*}
S_{m}=m_{0} \int \mathrm{~d} x^{6} \sqrt{-g} \bar{\Psi}^{(6)} \mathrm{H} \Psi^{(6)}, \tag{5.3}
\end{equation*}
$$

where $\mathbf{H}=\phi(\theta, y) H\left(x^{\mu}\right)$ is a zero mode of the Higgs.
The mass term is determined by substituting Eq. (5.2) in action (5.3) and employing canonical normalization, leading to

$$
\begin{array}{rl}
S_{m} & =m_{0} \int \mathrm{~d} x^{6} \sqrt{-g} \bar{\Psi}^{(6)} \mathrm{H} \Psi^{(6)} \\
& =m_{0} \sum_{k, l} \int \mathrm{~d} x^{6} \sqrt{-g}\left[\overline{L_{0 k}^{+}} \psi_{0 k}^{L+\dagger}\right. \\
0 & 0  \tag{5.4}\\
R_{0 k}^{-} & \left.\psi_{0 k}^{R-\dagger}\right]
\end{array}\left[\begin{array}{cc}
0 & \gamma^{0} \\
\gamma^{0} & 0
\end{array}\right] \mathrm{H}\left[\begin{array}{c}
L_{0 l}^{+} \psi_{0 l}^{L+} \\
0 \\
0 \\
R_{0 l}^{-} \psi_{0 l}^{R-}
\end{array}\right]
$$

where $\overline{\psi_{k}}=\psi_{k}^{\dagger} \gamma^{0}, \psi_{k}=\left[\begin{array}{c}\psi_{0 k}^{L+} \\ \psi_{0 k}^{R-}\end{array}\right]$ and it is assumed that the right and left-handed mass terms are the same.

[^24]After breaking the gauge symmetry, the Higgs field acquires a vacuum expectation value $v$, and the mass matrix observed by a four-dimensional observer becomes

$$
\begin{equation*}
m_{k l}=\frac{m_{0} v}{\sqrt{2}} \sum_{k, l} \frac{\int \mathrm{~d} y^{2} e^{-4 A} e^{-2 B} \overline{L_{0 k}^{+}} R_{0 l}^{-} \phi}{\sqrt{\int \mathrm{d} y^{2} e^{-3 A} e^{-2 B}\left|L_{0 k}^{+}\right|^{2}} \sqrt{\int \mathrm{~d} y^{2} e^{-3 A} e^{-2 B}\left|R_{0 l}^{-}\right|^{2}}} . \tag{5.5}
\end{equation*}
$$

Note that the inclusion of the interacting term (5.3) is assumed to be irrelevant when determining the wave functions of zero modes, for this reason one is able substitute Eq. (5.2) in action (5.3) and realize Eq. (5.5). One can justify this in two ways:

1. One just assumes that the interacting term, Eq. (5.3), is a perturbation, therefore not affecting the wave functions, and that the SM leptons are the zero modes;
2. One does not assume the interacting term to be a perturbation, but still defines that the SM particles are the consequence of zero modes.

For the conclusions we wish to draw from this manuscript both of the previous options are equivalent. We shall generally refer back to the first, since from it the massive modes can be determined. Any other solution, besides the zero modes, should account for beyond SM physics.

From Eq. (5.5) there are thus three approaches one can follow to achieve the masses of the fermions of the SM, which here shall be referred by:

1. The left/right-handed chiral approach;
2. The non-trivial bulk Higgs approach;
3. Or the non-trivial curvature approach.

The first technique, the left/right-handed chiral approach, constructs the spectrum of the fermions by assuming that the left and right handed bulk components, $L_{0 k}^{+}$and $R_{0 l}^{-}$, are localized at distinct positions, and their overlap generates the different masses of the SM. An illustration of this method is shown in Fig. 27a.

The second one relies on the existence of a non-trivial bulk profile for the Higgs, i.e. one assumes that $\phi$ is some complicated function of $\theta$ and $y$, and its overlap with the wave functions of the fermions leads to their masses. An illustration of this method is shown in Fig. 27b.

The third and last method relies on a non-trivial profile for the warp, $A$, and conformal, $B$, factors, which after overlapping with the wave functions of the fermions leads to their masses. This shall be explored further, but some asymmetry on the metric


Figure 27 - (a) The left/right-handed chiral approach. The solid red and black lines represent the left, right-handed wave functions, while the dashed black line represents the overlap between them. (b) The non-trivial bulk Higgs approach.


Figure 28 - The non-trivial curvature approach. The solid black line represents the warp factor $A$ (here $A \equiv B$ ). The solid red, blue and brown represent the normalized wave functions of the tauon, muon and electron, respectively. The dashed red, blue and brown lines represent the overlap between the wave functions of tauon, muon and electron with the warp factor, respectively.
shall be an essential feature of this method. An illustration of this method is shown in Fig. 28.

The first two techniques were investigated by $[111,112,113,114,115,116,117$, $118,119,120,121$ ], while the third is a novel approach proposed by this manuscript, which will shall label the asymmetrical mechanism. There are two main advantages of this novel approach: the three charged leptons are a consequence of single six-dimensional spinorial
field, and their masses can be analytically determined.

### 5.1 The Asymmetrical Mechanism

The setup for the proposed mechanism comes from a six-dimensional braneworld $\mathbb{E}^{6}$ that is, as a set, equivalent to the product space $\mathbb{M}^{4} \times \mathbb{R} \times \mathbb{S}^{1}$, where $\mathbb{M}^{4}$ is some four-dimensional pseudo-Riemannian manifold, $\mathbb{R}$ is the real line and $\mathbb{S}^{1}$ is the circle. The following ansatz is assumed for the metric of $\mathbb{E}^{6}$,

$$
\begin{equation*}
\boldsymbol{g}=e^{-2 A(y)}\left(\eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \theta^{2}+\rho^{2} \mathrm{~d} y^{2}\right), \tag{5.6}
\end{equation*}
$$

where $A$ is the warp factor, $\eta_{\mu \nu}$ is the Minkowski metric ${ }^{4}$ of the space-time $\mathbb{M}^{4}, \theta \in \mathbb{S}^{1}, r$ is the radius of $\mathbb{S}^{1}, y \in \mathbb{R}$ and $\rho$ is the brane model scale. An asymmetry of the braneworld is achieved by imposing that $e^{-A}=f_{+}+f_{-}$, where $f_{+}$and $f_{-}$are even and odd non-null functions, respectively, and $f_{+} \geq\left|f_{-}\right|$for all $y$.

### 5.1.1 The Mechanism for a $U(1)$ Model

To illustrate the mechanism we consider first a $U(1)$ abelian gauge theory, and present the basic features necessary for the charged lepton spectrum. In a later section, the mechanism shall be extended to a $S U(2)_{L} \times U(1)_{Y}$ theory.

In conformally flat metrics, like (5.6), fermionic fields can not be localized at the vicinity of the brane. Thus the proposal will also rely on the existence of an abelian gauge field ${ }^{5} \mathbf{B}=\mathrm{B}_{M} \mathrm{~d} x^{M}$, defined by the zero mode

$$
\begin{equation*}
\mathrm{B}_{\mu}=\mathrm{B}_{\mu}\left(x^{\nu}\right), \mathrm{B}_{\theta}(y)=-\frac{r}{2 \rho \mathrm{e}} \frac{F_{, y}}{F} \text { and } \mathrm{B}_{y}=0 \tag{5.7}
\end{equation*}
$$

where $F$ is some positive even function of $y$, e is the electronic charge, and the subscript index "," stands for partial derivatives. The gauge field (5.7) drives the localization of ferminonic modes [73]. The fermions are thus represented by the action

$$
\begin{equation*}
\bar{S}_{d}=\int \mathrm{d}^{6} x \sqrt{-g} \bar{\Psi}^{(6)} \Gamma^{M} \mathrm{D}_{M} \Psi^{(6)}-m_{0} \int \mathrm{~d}^{6} x \sqrt{-g} \bar{\Psi}^{(6)} \Psi^{(6)} \tag{5.8}
\end{equation*}
$$

where $\mathrm{D}_{M}:=\partial_{M}+\mathfrak{C}_{M}-i \mathrm{e} \mathrm{B}_{M}$ is the covariant derivative and $\mathfrak{C}_{M}$ is the spin connection of $\left(\mathbb{E}^{6}, \boldsymbol{g}\right)$. The parameter $m_{0}$ sets the scale of the charged lepton masses, which is much smaller than the brane model scale $1 / \rho$, and is treated as a perturbation of the system. Therefore the $m_{0}$ scale does not affect the co-dimensional wave functions, which are

[^25]determined as if the fermions were massless. The zero modes are thus described by the equation
\[

$$
\begin{equation*}
\Gamma^{i} D_{i} \Psi_{0}^{(6)}=0 \tag{5.9}
\end{equation*}
$$

\]

Following a separation of variables technique, Eq. (5.9) is reduced to a Schrödinger-like equation and the fermionic zero modes are described by ${ }^{6}$

$$
\Psi_{0}^{(6)}=e^{\frac{5 A}{2}}\left[\begin{array}{c}
\sum_{k} L_{0 k}^{+}(\theta, y) \psi_{0 k}^{L+}\left(x^{\mu}\right)  \tag{5.10}\\
0 \\
0 \\
\sum_{k} R_{0 k}^{-}(\theta, y) \psi_{0 k}^{R-}\left(x^{\mu}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
R_{0 k}^{-}=L_{0 k}^{+}=C_{k} e^{i k \theta} e^{\frac{k \rho y}{r}} F^{\frac{1}{2}} \tag{5.11}
\end{equation*}
$$

represent the fermionic co-dimensional wave functions, $k \in \mathbb{Z}$ and the $C_{k}$ are integration constants. The existence of the perturbation $m_{0}$ breaks the degeneracy of the zero modes, implying in a tower of spinors with varying masses driven by integer values, $k$.

The SM leptons are thus represented by the localizable zero modes and a fourdimensional observer will model them by an effective action, which follows from substituting Eq. (5.10) into Eq. (5.8),

$$
\begin{equation*}
S_{e f f}=\sum_{k} \int \mathrm{~d}^{4} x\left(\bar{\Psi}_{k} \gamma^{\mu} \mathrm{D}_{\mu} \Psi_{k}-\mathrm{m}_{k} \bar{\Psi}_{k} \Psi_{k}\right) \tag{5.12}
\end{equation*}
$$

where $^{7} \Psi_{k}=\left[\begin{array}{c}\psi_{0 k}^{L+} \\ \psi_{0 k}^{R-}\end{array}\right]$ and

$$
\begin{equation*}
\mathrm{m}_{k}=\frac{m_{0} \int \mathrm{~d} y e^{-A} \overline{L_{0 k}^{+}} R_{0 k}^{+}}{\sqrt{\int \mathrm{d} y\left|L_{0 k}^{+}\right|^{2}} \sqrt{\int \mathrm{~d} y\left|R_{0 k}^{+}\right|^{2}}}=\frac{m_{0} \int_{-\infty}^{\infty} \mathrm{d} y\left(f_{+}+f_{-}\right) F e^{\frac{2 \rho k}{r} y}}{\int_{-\infty}^{\infty} \mathrm{d} y F e^{\frac{2 \rho k}{r} y}} \tag{5.13}
\end{equation*}
$$

Eq. (5.13) gives the effective masses as perceived by a four-dimensional observer. The mechanism to achieve the charged leptons masses can finally be explained. By assuming $F=\operatorname{sech}^{\mathrm{a}}(y)$, which is concomitant to

$$
\begin{equation*}
\mathrm{B}_{\theta}=\frac{\mathrm{a} r}{2 \rho \mathrm{e}} \tanh (y), \tag{5.14}
\end{equation*}
$$

6 The components $\Psi_{0}^{(6)}=\sum_{k}\left[\begin{array}{c}0 \\ R_{0 k}^{+}(\theta, y) \psi_{0 k}^{L+}\left(x^{\mu}\right) \\ L_{0 k}^{-}(\theta, y) \psi_{0 k}^{R-}\left(x^{\mu}\right) \\ 0\end{array}\right]$ are non-normalizable, since $R_{0 k}^{+}=L_{0 k}^{-}=$ $B_{k} e^{-i k \theta} e^{\frac{5 A}{2}} e^{\frac{k p y}{r}} e^{\frac{\rho e}{r} \int \mathrm{~B}_{\theta} \mathrm{d} y}$.
7 In a six-dimensional notation $\Psi_{k}^{(6)}=\left[\begin{array}{c}\psi_{0(k)}^{L+} \\ 0 \\ 0 \\ \psi_{0(k)}^{R-}\end{array}\right]$.
and that a/ $2 \leq 2 \rho / r<a$, solely three normalizable fermionic zero modes can be identified, each of them associated with $k=-1, k=0$ and $k=1$, which are now to be labeled, respectively, as the electron, tauon and muon, i.e. $\mathrm{m}_{-1}=m_{e}, \mathrm{~m}_{0}=m_{\tau}$ and $\mathrm{m}_{1}=m_{\mu}$. After some straightforward manipulations one finds

$$
\begin{equation*}
\frac{m_{\mu}}{m_{e}}=\frac{\int_{-\infty}^{\infty} \mathrm{d} y \operatorname{sech}^{\mathrm{a}}(y) e^{2 \frac{\rho}{r} y}\left(f_{+}+f_{-}\right)}{\int_{-\infty}^{\infty} \mathrm{d} y \operatorname{sech}^{\mathrm{a}}(y) e^{-2 \frac{\rho}{r} y}\left(f_{+}+f_{-}\right)} \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\tau}=\left(m_{\mu}+m_{e}\right) \frac{\Gamma\left(\frac{a-\frac{2 \rho}{r}}{2}\right) \Gamma\left(\frac{a+\frac{2 \rho}{r}}{2}\right) \int_{-\infty}^{\infty} \mathrm{d} y \operatorname{sech}^{\mathrm{a}}(y) f_{+}}{2 \Gamma\left(\frac{\mathrm{a}}{2}\right)^{2} \int_{-\infty}^{\infty} \mathrm{d} y \operatorname{sech}^{\mathrm{a}}(y) \cosh \left(2 \frac{\rho}{r} y\right) f_{+}} . \tag{5.16}
\end{equation*}
$$

The largeness of the tauonic mass is an effect of canonical normalization and it is independent from the space-time asymmetry. If a is larger but of similar value to $2 \rho / r$, then the wave functions of the electron and muon, which are not localized at the center, become spread out, while the wave function of the tauon gets localized at the center of the system of coordinates. After canonical normalization, the electronic and muonic masses pickup a very small term when compared with the tauonic term, thus explaining the largeness of the tauon mass. In this way, charged lepton mass constraints can be straightforwardly attained regardless of the asymmetry, since the tauon mass can be made as large as necessary, albeit not correctly valued. On the other hand, the relation between the electron and muon masses relies on the asymmetry of the warp factor. The wave functions of the electron and muon are a mirror of one each other, and the overlap between each and an asymmetric warp factor leads to different masses. Yet, not all asymmetric warp factors can conclude the correct masses, since a very light electron is only realized when $f_{+}-f_{-}$goes to zero much faster than $f_{+}+f_{-}$for positive $y$. It is noteworthy that the co-dimensional wave functions that represent the fermionic fields are not gauge invariant, but the normalization condition and the masses as calculated here are gauge invariant. This is clear since the latter are calculated directly from the action, which is gauge invariant.

In a following section a choice for the metric will be made to exemplify the mechanism in a more explicit, and parametrized, way.

### 5.1.2 The Complete Lepton Sector

The complete lepton sector can be constructed from the action, following the notation of [123],

$$
\begin{align*}
& S_{S U(2)_{L} \times U_{1}}=\int \mathrm{d}^{6} x \sqrt{-g}\left\{\overline{\mathrm{~L}}^{(6)} \Gamma^{M}\left(\nabla_{M}-i \mathrm{~g} \tau_{a} \mathrm{~W}_{M}^{a}+\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{M}\right) \mathrm{L}^{(6)}\right. \\
&+\overline{\mathrm{e}}_{-}^{(6)} \Gamma^{M}\left(\nabla_{M}+i \mathrm{~g}^{\prime} \mathrm{B}_{M}+\right. \\
&\left.+\zeta_{, M}\right) \mathrm{e}_{-}^{(6)}+\bar{\nu}_{-}^{(6)} \Gamma^{M}\left(\nabla_{M}-\mathrm{b} \zeta_{, M}\right) \nu_{-}^{(6)}  \tag{5.17}\\
&\left.-m_{0}\left(\bar{L}^{(6)} \mathrm{He}_{-}^{(6)}+\overline{\mathrm{e}}_{-}^{(6)} \mathrm{H}^{\dagger} L^{(6)}\right)\right\},
\end{align*}
$$

where $\nabla_{M}:=\partial_{M}+\mathfrak{C}_{M}, \mathfrak{C}_{M}$ is the spin connection of $\left(\mathbb{E}^{6}, \boldsymbol{g}\right), \zeta$ is some dark scalar field, $\mathrm{B}_{M}$ is the hypercharge gauge boson, $\mathrm{W}_{M}^{a}$ are the $S U(2)$ gauge bosons, g and $\mathrm{g}^{\prime}$ are the $S U(2)$ and $U(1)$ couplings, $\tau_{a}=\sigma_{a} / 2$ are the $S U(2)$ generators, $\mathrm{H}=\left\{\begin{array}{l}\mathrm{H}_{+} \\ \mathrm{H}_{0}\end{array}\right\}$ is the Higgs doublet, $\mathbf{b}$ is a real constant, and $m_{0}$ is the coupling constant with the Higgs field. The left-handed leptons pair up to transform under $S U(2)$,

$$
\mathrm{L}^{(6)}=\left\{\begin{array}{l}
\nu_{+}^{(6)}  \tag{5.18}\\
\mathrm{e}_{+}^{(6)}
\end{array}\right\}
$$

where

$$
\nu_{+}^{(6)}=\left[\begin{array}{c}
\Psi_{\nu}^{L+}  \tag{5.19}\\
\Psi_{\nu}^{R+} \\
0 \\
0
\end{array}\right] \text { and } \mathrm{e}_{+}^{(6)}=\left[\begin{array}{c}
\Psi_{\mathrm{e}}^{L+} \\
\Psi_{\mathrm{e}}^{R+} \\
0 \\
0
\end{array}\right]
$$

represent the left-handed charged leptons and neutrinos, respectively. While

$$
\mathrm{e}_{-}^{(6)}=\left[\begin{array}{c}
0  \tag{5.20}\\
0 \\
\Psi_{\mathrm{e}}^{L-} \\
\Psi_{\mathrm{e}}^{R-}
\end{array}\right] \text { and } \nu_{-}^{(6)}=\left[\begin{array}{c}
0 \\
0 \\
\Psi_{\nu}^{L-} \\
\Psi_{\nu}^{R-}
\end{array}\right]
$$

represent the right-handed charged leptons and neutrinos, which are uncharged under $S U(2)$.

The charged lepton masses are a consequence of the existence of a Higgs field, which is driven by the action

$$
\begin{array}{r}
S_{H}=\int \mathrm{d} x^{6} \sqrt{-g}\left\{\left[\left(\nabla_{M}-i \mathrm{~g} \tau_{a} \mathrm{~W}_{M}^{a}-\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{M}\right) \mathrm{H}\right]^{\dagger}\left(\nabla^{M}-i \mathrm{~g} \tau^{b} \mathrm{~W}_{b}^{M}-\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}^{M}\right) \mathrm{H}\right. \\
\left.-\zeta^{, M} \zeta_{, M} \mathrm{H}^{\dagger} \mathrm{H}+V(\mathrm{H})\right\} \tag{5.21}
\end{array}
$$

where $V(\mathrm{H})=\mu^{2} \mathrm{H}^{\dagger} \mathrm{H}-\lambda\left(\mathrm{H}^{\dagger} \mathrm{H}\right)^{2}$.

For conformally flat metrics (cf. (5.6)), fermionic fields can not be localized at the vicinity of the brane. Hence, the proposal thus relies on the existence of a non-trivial bulk profile for the hypercharge gauge boson $\mathbf{B}=\mathrm{B}_{M} \mathrm{~d} x^{M}$ and the scalar field ${ }^{8} \zeta$, each defined by

$$
\begin{equation*}
\mathrm{B}_{\mu}=\mathrm{B}_{\mu}\left(x^{\nu}\right), \mathrm{W}_{\mu}^{a}=\mathrm{W}_{\mu}^{a}\left(x^{\nu}\right), \mathrm{B}_{y}=\mathrm{W}_{i}^{a}=0, \mathrm{~B}_{\theta}=\frac{r}{\rho \mathrm{~g}^{\prime}} \frac{F_{, y}}{F} \text { and } \zeta=\frac{1}{2} \ln (F), \tag{5.22}
\end{equation*}
$$

where $F$ is some positive even function of $y$ and the subscript index "," stands for partial derivatives. Gauge and scalar fields defined in Eq. (5.22) drive the localization of ferminonic modes ${ }^{9}$ [73, 122], and can be interpreted as background fields.

The parameters $\mu^{2}, \lambda$ and $m_{0}$ set the scale of the charged lepton masses, which are much smaller than the brane model scale $1 / \rho$ or $1 / r$, and are treated as a perturbation of the system. This can be justified directly from the action

$$
\begin{align*}
& S=\int \mathrm{d}^{6} x \sqrt{-g}\left[\overline{\mathrm{~L}}^{(6)}\left(\Gamma^{\mu} \mathrm{D}_{\mu}+\frac{1}{\rho} \Gamma^{y} \mathrm{D}_{y}+\frac{1}{r} \Gamma^{\theta} \mathrm{D}_{\theta}\right) \mathrm{L}^{(6)}\right. \\
&\left.+\overline{\mathrm{e}}_{-}^{(6)}\left(\Gamma^{\mu} \mathrm{D}_{\mu}+\frac{1}{\rho} \Gamma^{y} \mathrm{D}_{y}+\frac{1}{r} \Gamma^{\theta} \mathrm{D}_{\theta}\right) \mathrm{e}_{-}^{(6)}-m_{0}\left(\overline{\mathrm{~L}}^{(6)} H \mathrm{e}_{-}^{(6)}+\overline{\mathrm{e}}_{-}^{(6)} H^{\dagger} \mathrm{L}^{(6)}\right)\right] \tag{5.23}
\end{align*}
$$

which implies that the co-dimensional portion of the action is of the order of $1 / r$ or $1 / \rho$, while the rest is of the order of $m_{0}$. Therefore the terms $\mu^{2}, \lambda$ and $m_{0}$ do not affect the co-dimensional wave functions, which are determined as if the fermions were massless and $V(H)$ vanished. The zero modes of leptons are thus described by the equations

$$
\begin{gather*}
\Gamma^{i}\left(\nabla_{i}+i \mathrm{~g}^{\prime} \frac{1}{2} \mathrm{~B}_{i}\right) \mathrm{L}_{0}^{(6)}=0,  \tag{5.24}\\
\Gamma^{i}\left(\nabla_{i}+i \mathrm{~g}^{\prime} \mathrm{B}_{i}+\zeta_{, i}\right) \mathrm{e}_{-0}^{(6)}=0, \tag{5.25}
\end{gather*}
$$

and

$$
\begin{equation*}
\Gamma^{i}\left(\nabla_{i}-\mathrm{b} \zeta_{, i}\right) \nu_{-0}^{(6)}=0 . \tag{5.26}
\end{equation*}
$$

Following a separation of variables technique, Eqs. (5.24), (5.25) and (5.26) are reduced to a Schrödinger-like equations and the localizable leptonic zero modes are described by ${ }^{10}$

$$
\mathrm{L}_{0}^{(6)}=\left\{\begin{array}{c}
\nu_{+0}^{(6)}  \tag{5.27}\\
\mathrm{e}_{+0}^{(6)}
\end{array}\right\}, \nu_{+0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k} L_{0 k}^{+}\left[\begin{array}{c}
\psi_{\nu 0 k}^{L+}\left(x^{\mu}\right) \\
0 \\
0 \\
0
\end{array}\right], \mathrm{e}_{+0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k} L_{0 k}^{+}\left[\begin{array}{c}
\psi_{\mathrm{e} 0 k}^{L+}\left(x^{\mu}\right) \\
0 \\
0 \\
0
\end{array}\right]
$$

8 The scalar field is not essential for the mechanism, however, simpler expressions and more elegant properties are obtained for the reduced resulting effective four-dimensional action in that case.
9 With the exception of $\zeta^{, M} \zeta_{, M} \mathrm{H}^{\dagger} \mathrm{H}$, which serves the purpose of achieving a trivial bulk profile for the Higgs, as shall be presented later.
10 The components $\Psi_{0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k}\left[\begin{array}{c}0 \\ R_{0 k}^{+}(\theta, y) \psi_{0 k}^{L+}\left(x^{\mu}\right) \\ L_{0 k}^{-}(\theta, y) \psi_{0 k}^{R--}\left(x^{\mu}\right) \\ 0\end{array}\right]$ are non-normalizable, since $L_{0 k}^{-}=$ $A_{k} e^{-i k \theta} e^{\frac{k \rho y}{r}} F^{-\frac{3}{2}}$ and $R_{0 k}^{+}=B_{k} e^{-i k \theta} e^{\frac{k \rho y}{r}} F^{-\frac{1}{2}}$.

$$
\mathrm{e}_{-0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k} R_{0 k}^{-}\left[\begin{array}{c}
0  \tag{5.28}\\
0 \\
0 \\
\psi_{\mathrm{e} 0 k}^{R-}\left(x^{\mu}\right)
\end{array}\right] \text { and } \nu_{-0}^{(6)}=e^{\frac{5 A}{2}} F^{\frac{\mathrm{b}-1}{2}} \sum_{k} R_{0 k}^{-}\left[\begin{array}{c}
0 \\
0 \\
\psi_{\nu 0 k}^{L-}\left(x^{\mu}\right) \\
\psi_{\nu 0 k}^{R-}\left(x^{\mu}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
L_{0 k}^{+}=C_{k} e^{i k \theta} e^{\frac{k \rho y}{r}} F^{\frac{1}{2}} \text { and } R_{0 k}^{-}=D_{k} e^{i k \theta} e^{\frac{k \rho y}{r}} F^{\frac{1}{2}} \tag{5.29}
\end{equation*}
$$

represent the fermionic co-dimensional wave functions, $k \in \mathbb{Z}, C_{k}$ and $D_{K}$ are integration constants.

On the other hand, the zero mode of the Higgs field satisfies the equation

$$
\begin{equation*}
\nabla^{i} \nabla_{i} \mathrm{H}-i \frac{\mathrm{~g}^{\prime}}{r^{2}} \mathrm{~B}_{\theta} \mathrm{H}_{, \theta}=0 \tag{5.30}
\end{equation*}
$$

which after a rescaling and a separation of variables technique, with $\mathbf{H}=\sum_{k} e^{i k \theta} e^{2 A} \hat{\phi}_{k} H_{k}\left(x^{\mu}\right)$, reduces to

$$
\begin{equation*}
\hat{\phi}_{k, v v}+2\left(A_{, v v}-2 A_{, v}^{2}\right) \hat{\phi}_{k}+k \frac{\mathrm{~g}^{\prime}}{r^{2}} \mathrm{~B}_{\theta} \hat{\phi}_{k}=\frac{k^{2}}{r^{2}} \hat{\phi}_{k} . \tag{5.31}
\end{equation*}
$$

The zero mode of scalar fields are generally like $\hat{\phi}_{0}=c e^{-2 A}$, which is the solution of Eq. (5.31) for ${ }^{11} k=0$, implying in a trivial bulk profile for the Higgs field,

$$
\mathrm{H}=c H_{0}\left(x^{\mu}\right)=c\left\{\begin{array}{c}
\phi_{+}\left(x^{\mu}\right)  \tag{5.32}\\
\phi_{0}\left(x^{\mu}\right)
\end{array}\right\},
$$

where $c$ is an integration constant. The existence of the perturbation $m_{0}$ breaks the degeneracy of the zero modes, implying in a tower of spinors with varying masses driven by integer values, $k$. The SM leptons are thus represented by the localizable zero modes and a four-dimensional observer will model them by an effective action, which follows from substituting Eqs. (5.27), (5.28) and (5.32) into Eq. (5.17) and canonically normalizing,

$$
\begin{array}{r}
S_{E f f}=\sum_{k} \int \mathrm{~d}^{4} x\left[\overline{\mathrm{~L}}_{k} \gamma^{\mu}\left(\nabla_{\mu}-i \mathrm{~g} \tau_{a} \mathrm{~W}_{\mu}^{a}+\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{\mu}\right) \mathrm{L}_{k}+\overline{\mathrm{e}}_{R k} \gamma^{\mu}\left(\nabla_{\mu}+i \mathrm{~g}^{\prime} \mathrm{B}_{\mu}\right) \mathrm{e}_{R k}\right. \\
\left.+\bar{\nu}_{k}^{-} \gamma^{\mu} \nabla_{\mu} \nu_{k}^{-}-m_{k}\left(\overline{\mathrm{~L}}_{k} H_{0} \mathrm{e}_{R k}+\overline{\mathrm{e}}_{R k} H_{0}^{\dagger} \mathrm{L}_{k}\right)\right] \tag{5.33}
\end{array}
$$

where

$$
\mathrm{L}_{k}=\left\{\begin{array}{l}
\nu_{L k}  \tag{5.34}\\
\mathrm{e}_{L k}
\end{array}\right\}, \nu_{L k}=\left[\begin{array}{c}
\psi_{\nu 0 k}^{L+} \\
0
\end{array}\right], \mathrm{e}_{L k}=\left[\begin{array}{c}
\psi_{\mathrm{e} k}^{L+} \\
0
\end{array}\right], \nu_{k}^{-}=\left[\begin{array}{c}
\psi_{\nu 0 k}^{L-} \\
\psi_{\nu 0 k}^{R-}
\end{array}\right], \mathrm{e}_{R k}=\left[\begin{array}{c}
0 \\
\psi_{\mathrm{e} 0 k}^{R-}
\end{array}\right]
$$

and

$$
\begin{equation*}
m_{k}=\frac{m_{0} \int \mathrm{~d} y e^{-A} \overline{L_{0 k}^{+}} R_{0 k}^{+}}{\sqrt{\int \mathrm{d} y\left|L_{0 k}^{+}\right|^{2}} \sqrt{\int \mathrm{~d} y\left|R_{0 k}^{+}\right|^{2}} \sqrt{\int \mathrm{~d} y \hat{\phi}_{0}^{2}}}=\frac{m_{0} \int_{-\infty}^{\infty} \mathrm{d} y\left(f_{+}+f_{-}\right) F e^{\frac{2 \rho k}{r} y}}{\int_{-\infty}^{\infty} \mathrm{d} y F e^{\frac{2 \rho k}{r}} y \sqrt{\int_{-\infty}^{\infty} \mathrm{d} y\left(f_{+}+f_{-}\right)^{4}}} \tag{5.35}
\end{equation*}
$$

[^26]Analogously, a four-dimensional observer will model the Higgs field by an effective action, which follows from substituting Eq. (5.32) into Eq. (5.21),
$S_{H}^{(4)}=\int \mathrm{d} x^{4}\left\{\left[\left(\nabla^{\mu}-i \mathbf{g} \tau^{a} W_{a}^{\mu}-\frac{i}{2} \mathrm{~g}^{\prime} B^{\mu}\right) H_{0}\right]^{\dagger}\left(\nabla_{\mu}-i \mathbf{g} \tau_{b} W_{\mu}^{b}-\frac{i}{2} \mathrm{~g}^{\prime} B_{\mu}\right) H_{0}+V_{e f f}\left(H_{0}\right)\right\}$,
where $V_{e f f}\left(H_{0}\right)=\mu_{\text {eff }}^{2} H_{0}^{\dagger} H_{0}-\lambda_{e f f}\left(H_{0}^{\dagger} H_{0}\right)^{2}$, with

$$
\begin{equation*}
\mu_{e f f}^{2}=\mu^{2} \frac{\int_{-\infty}^{\infty} \mathrm{d} y e^{-6 A}}{\int_{-\infty}^{\infty} \mathrm{d} y e^{-4 A}} \text { and } \lambda_{e f f}=\lambda \frac{\int_{-\infty}^{\infty} \mathrm{d} y e^{-6 A}}{\left(\int_{-\infty}^{\infty} \mathrm{d} y e^{-4 A}\right)^{2}} \tag{5.37}
\end{equation*}
$$

After breaking the gauge symmetry, the Higgs field acquires a vacuum expectation value (v.e.v), driven by $\mu_{\text {eff }}$ and $\lambda_{e f f}$, as

$$
\begin{equation*}
v=\frac{\mu_{e f f}}{\sqrt{\lambda_{e f f}}}=\frac{\mu}{\sqrt{\lambda}} \sqrt{\int_{-\infty}^{\infty} \mathrm{d} y\left(f_{+}+f_{-}\right)^{4}} \tag{5.38}
\end{equation*}
$$

and $\mathrm{m}_{k}=m_{k} v / \sqrt{2}$, from Eqs. (5.35) and (5.38), gives the effective masses as measured by a four-dimensional observer,

$$
\begin{equation*}
\mathrm{m}_{k}=\frac{\mu m_{0}}{\sqrt{2 \lambda}} \frac{\int_{-\infty}^{\infty} \mathrm{d} y\left(f_{+}+f_{-}\right) F e^{\frac{2 \rho k}{r} y}}{\int_{-\infty}^{\infty} \mathrm{d} y F e^{\frac{2 \rho k}{r} y}} \tag{5.39}
\end{equation*}
$$

Eq. (5.39) is exactly the same as Eq. (5.13), with the substitution $m_{0} \rightarrow \mu m_{0} / \sqrt{2 \lambda}$. Therefore, Eq. (5.39) leads to the same mechanism, for a $S U(2)_{L} \times U(1)$ model, that was discussed previously for an $U(1)$ model.

### 5.1.3 The Asymmetry Parametrized

To exemplify the mechanism in effect we propose a model for which $f_{+}=$ $\operatorname{sech}^{l}(y) \cosh (o y)$ and $f_{-}=\operatorname{sech}^{l}(y) \sinh (o y)$, which, after substitution into Eq. (5.6), leads to

$$
\begin{equation*}
\boldsymbol{g}=\operatorname{sech}^{2 l}(y) e^{2 o y}\left(\eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \theta^{2}+\rho^{2} \mathrm{~d} y^{2}\right) \tag{5.40}
\end{equation*}
$$

The fractions of the charged lepton masses associated with the metric (5.40), calculated from Eqs. (5.15) and (5.16), become

$$
\begin{equation*}
\frac{m_{\mu}}{m_{e}}=\frac{\Gamma\left(\frac{l-o+\mathrm{a}-\frac{2 \rho}{r}}{2}\right) \Gamma\left(\frac{l+o+\mathrm{a}+\frac{2 \rho}{r}}{2}\right)}{\Gamma\left(\frac{l+o+\mathrm{a}-\frac{2 \rho}{r}}{2}\right) \Gamma\left(\frac{l-o+\mathrm{a}+\frac{2 \rho}{r}}{2}\right)}, \tag{5.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{m_{\tau}}{m_{\mu}}=\frac{\Gamma\left(\frac{\mathrm{a}-\frac{2 \rho}{r}}{2}\right) \Gamma\left(\frac{\mathrm{a}+\frac{2 \rho}{r}}{2}\right) \Gamma\left(\frac{l+\mathrm{a}-o}{2}\right) \Gamma\left(\frac{l+\mathrm{a}+o}{2}\right)}{\Gamma\left(\frac{\mathrm{a}}{2}\right)^{2} \Gamma\left(\frac{l+\mathrm{a}-\frac{2 \rho}{r}-o}{2}\right) \Gamma\left(\frac{l+\mathrm{a}+\frac{2 \rho}{r}+o}{2}\right)} . \tag{5.42}
\end{equation*}
$$

If $o$ is an integer and $l-o$ is an even integer, then Eqs. (5.41) and (5.42) become polynomial equations. Particularly, for $o=2$ and $l=4$ one can solve Eqs. (5.41) and (5.42) analytically to find $\mathrm{a}=34.9562$ and $\mathrm{a}-2 \rho / r=0.28488$. In fact, there are many combinations of $o$ and $l$ for which the lepton spectrum is achievable. Fig. 29 depicts the values of $l$, a and a $-2 \rho / r$ with fixed $l-o$ for which the proper fractions of the masses and Koide's formula are realized for the metric Eq. (5.40). Correspondently, Fig. 30 depicts the values of $l, l-o$ and $a-2 \rho / r$ with fixed a for which the proper fractions of the masses and Koide's formula are realized for the metric Eq. (5.40). The intersection of the curves in both Figs. 29 and 30 are identified according to the parameter values that lead to the charged lepton mass spectrum.


Figure 29 - (a) The charged lepton mass spectrum associated with the metric (5.40) for $l-o=1$. (b) The charged lepton mass spectrum associated with the metric (5.40) for $l-o=2$. The solid black, solid red and dashed black lines represent the equations $m_{\mu} / m_{e}=206.768, m_{\tau} / m_{\mu}=16.817$ and $\mathcal{K}=2 / 3$, respectively. Results are for triple intersecting points at $l=6,7,8$, and 9 .

### 5.1.4 Beyond The Standard Model

The last important aspect to realizing realistic models is achieving a mass gap between the zero and massive modes. Being the SM particles represented by the zero modes, the massive modes are thus associated with beyond SM physics. From a phenomenological point of view, it is important to realize models that allow for the existence of a mass gap


Figure 30 - (a) The charged lepton mass spectrum associated with the metric (5.40) for $a=1$. (b) The charged lepton mass spectrum associated with the metric (5.40) for $\mathrm{a}=2$. The solid black, solid red and dashed black lines represent the equations $m_{\mu} / m_{e}=206.768, m_{\tau} / m_{\mu}=16.817$ and $\mathcal{K}=2 / 3$, respectively. Results are for triple intersecting points at $l=3,4,5$, and 6 .
[87], between the zero and massive modes, in the spectrum of leptons. Then the energy scale at which the massive modes can be excited is fixed by this gap, and its existence is relevant for distinguishing the footprints of the massless modes, identified with stable four-dimensional SM particles, from those coming from the massive modes, either discrete or continuous. When no mass gap is present, then there exist several massive modes with masses small to the point of being indistinguishable from the massless ones.

### 5.1.4.1 Massive Modes: The Charged Leptons

To realize the massive modes of the charged leptons, the six-dimensional braneworlds Dirac equation must be evaluated, which is given by

$$
\begin{equation*}
\left(\hat{\Gamma}^{\mu} \mathcal{D}_{\mu}+\mathcal{D}^{\bar{i}} \Gamma_{\bar{i}}\right) \Psi^{(6)}=0 \tag{5.43}
\end{equation*}
$$

Following the same arguments as outline in Subsecs. 4.3.1 and 4.3.2, one finds four equations

$$
\begin{align*}
& m^{2} L_{m}^{+}+\mathcal{D}_{+}^{\overline{4}} \mathcal{D}_{+}^{\overline{4}} L_{m}^{+}-i\left[\mathcal{D}_{+}^{\overline{4}}, \mathcal{D}_{+}^{\overline{5}}\right] L_{m}^{+}+\mathcal{D}_{+}^{\overline{5}} \mathcal{D}_{+}^{\overline{5}} L_{m}^{+}=0  \tag{5.44}\\
& m^{2} R_{m}^{+}+\mathcal{D}_{+}^{\overline{4}} \mathcal{D}_{+}^{\overline{4}} R_{m}^{+}+i\left[\mathcal{D}_{+}^{\overline{4}}, \mathcal{D}_{+}^{\overline{5}}\right] R_{m}^{+}+\mathcal{D}_{+}^{\overline{5}} \mathcal{D}_{+}^{\overline{5}} R_{m}^{+}=0  \tag{5.45}\\
& m^{2} L_{m}^{-}+\mathcal{D}_{-}^{\overline{4}} \mathcal{D}_{-}^{\overline{4}} L_{m}^{-}+i\left[\mathcal{D}_{-}^{\overline{4}}, \mathcal{D}_{-}^{\overline{5}}\right] L_{m}^{-}+\mathcal{D}_{-}^{\overline{5}} \mathcal{D}_{-}^{\overline{5}} L_{m}^{-}=0 \tag{5.46}
\end{align*}
$$

and

$$
\begin{equation*}
m^{2} R_{m}^{-}+\mathcal{D}_{-}^{\overline{4}} \mathcal{D}_{-}^{\overline{4}} R_{m}^{-}-i\left[\mathcal{D}_{-}^{\overline{4}}, \mathcal{D}_{-}^{\overline{5}}\right] R_{m}^{-}+\mathcal{D}_{-}^{\overline{5}} \mathcal{D}_{-}^{\overline{5}} R_{m}^{-}=0 \tag{5.47}
\end{equation*}
$$

that define the massive modes of the leptons, where it is defined

$$
\begin{align*}
& \mathcal{D}_{+}^{\overline{5}}=\frac{1}{\rho}\left[\partial_{y}-\frac{5}{2} A_{, y}+\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{y}\right], \mathcal{D}_{-}^{\overline{5}}=\frac{1}{\rho}\left[\partial_{y}+\zeta_{, y}-\frac{5}{2} A_{, y}+i \mathrm{~g}^{\prime} \mathrm{B}_{y}\right],  \tag{5.48}\\
& \mathcal{D}_{+}^{\overline{4}}=\frac{1}{r}\left[\partial_{\theta}-\frac{5}{2} A_{, \theta}+\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{\theta}\right] \text { and } \mathcal{D}_{-}^{\overline{4}}=\frac{1}{r}\left[\partial_{\theta}+\zeta_{, \theta}-\frac{5}{2} A_{, \theta}+i \mathrm{~g}^{\prime} \mathrm{B}_{\theta}\right] . \tag{5.49}
\end{align*}
$$

Substituting Eqs. (5.14) and (5.22) into Eqs. (5.44), (5.45), (5.46) and (5.47), after a rescaling of the wave functions $L_{m}^{+}=e^{5 A / 2} \sum_{k} e^{i k \theta} \mathbf{L}_{m k}^{+}$and $L_{m}^{-}=e^{5 A / 2} e^{-\zeta} \sum_{k} e^{i k \theta} \mathbf{L}_{m k}^{-}$ (the same is true for $R_{m}^{+}$and $R_{m}^{-}$), implies in four Morse-Rosen equations,

$$
\begin{align*}
& -\mathrm{L}_{m k, y y}^{+}+\left[-\frac{\lambda}{2}\left(\frac{\lambda}{2}+1\right) \operatorname{sech}^{2}(y)-k s \tanh (y)\right] \mathrm{L}_{m k}^{+}=\epsilon_{+} \mathrm{L}_{m k}^{+},  \tag{5.50}\\
& -\mathrm{R}_{m k, y y}^{+}+\left[-\frac{\lambda}{2}\left(\frac{\lambda}{2}-1\right) \operatorname{sech}^{2}(y)-k s \tanh (y)\right] \mathrm{R}_{m k}^{+}=\epsilon_{+} \mathrm{R}_{m k}^{+},  \tag{5.51}\\
& -\mathrm{L}_{m k, y y}^{-}+\left[-\lambda(\lambda-1) \operatorname{sech}^{2}(y)-2 k s \tanh (y)\right] \mathrm{L}_{m k}^{-}=\epsilon_{-} \mathrm{L}_{m k}^{-} \tag{5.52}
\end{align*}
$$

and

$$
\begin{equation*}
-\mathrm{R}_{m k, y y}^{-}+\left[-\lambda(\lambda+1) \operatorname{sech}^{2}(y)-2 k s \tanh (y)\right] \mathrm{R}_{m k}^{-}=\epsilon_{-} \mathrm{R}_{m k}^{-} \tag{5.53}
\end{equation*}
$$

where $\lambda=\frac{\mathrm{g}^{\prime} \rho \mathrm{q}}{r}, s=\frac{\rho \lambda}{r}, \epsilon_{+}=m^{2} \rho^{2}-\frac{k^{2} s^{2}}{\lambda^{2}}-\frac{\lambda^{2}}{4}, \epsilon_{-}=m^{2} \rho^{2}-\frac{k^{2} s^{2}}{\lambda^{2}}-\lambda^{2}$ and q is a real valued constant. Eqs. $(5.50),(5.51),(5.52)$ and (5.53) are equivalent to Eqs. (4.91) and (4.92), therefore their eigenvalue spectrum follows from Eq. (4.99). In this way there is always a mass gap between the zero and massive modes, be it the discrete or continuous modes.

In conclusion, for configurations with a non-trivial profile for the gauge and scalar field, like Eq. (5.14), the fermionic massive modes are solutions of Morse-Rosen equations, for which a discrete set of eigenstates can be identified, each associated with the mass eigenvalues

$$
\begin{equation*}
m_{j k}^{+}=\frac{2}{\rho} \frac{\sqrt{(j+1)(\mathrm{a}-j-1)}}{|\mathrm{a}-2 j-2|} \sqrt{\left(\frac{\mathrm{a}}{2}-j-1\right)^{2}-\frac{k^{2} \rho^{2}}{r^{2}}} \tag{5.54}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{j k}^{-}=\frac{1}{\rho} \frac{\sqrt{(j+1)(2 \mathrm{a}-j-1)}}{|\mathrm{a}-j-1|} \sqrt{(\mathrm{a}-j-1)^{2}-\frac{k^{2} \rho^{2}}{r^{2}}} \tag{5.55}
\end{equation*}
$$

where $j$ is an integer, $0 \leq j<\mathrm{a} / 2-1$ and $m_{j k}^{ \pm}$references the discrete masses of positive and negative components of spinors, respectively. While continuous modes are related to masses

$$
\begin{equation*}
m^{+} \geq \frac{1}{2 \rho}\left|a-\frac{2 \rho|k|}{r}\right| \text { and } m^{-} \geq \frac{1}{\rho}\left|a-\frac{\rho|k|}{r}\right| \tag{5.56}
\end{equation*}
$$

therefore, a mass gap between the zero and massive modes is found whenever the zero modes are normalizable.

For metric (5.40) the lepton mass gap, between the continuous and massless modes, is $m \sim 10^{-2} / \rho$. A realistic mass gap, for small values of $l$, is thus achievable for
$\rho \ll 10^{-18} \mathrm{~m}$, since $m_{0} v / \sqrt{2} \approx m_{\tau}=1.7 \mathrm{GeV}$. On the other hand, for large values of $l$, tiny values of $1-o / l$ and a of the order of unity, a realistic mass gap is achievable for $\rho \ll 2^{l} \Gamma(\mathrm{a}) /\left[l^{\mathrm{a} / 2} \Gamma(\mathrm{a} / 2)\right] 10^{-16} \mathrm{~m}$, since $m_{0} v / \sqrt{2} \approx l^{\mathrm{a} / 2} \Gamma(\mathrm{a} / 2) /\left[2^{l} \Gamma(\mathrm{a})\right] G e V$. Therefore, for $l \sim 50$ the mass gap is achievable for $\rho \ll 1 \mathrm{~m}$.

### 5.1.4.2 Massive Modes: The Higgs Field

In the same line of reasoning, the Higgs field must also have a mass gap between the zero and massive modes. But the massive modes of the Higgs depends upon the choice of metric. Particularly, for the metric considered in this manuscript,

$$
\begin{equation*}
\boldsymbol{g}=\operatorname{sech}^{2 l}(y) e^{2 o y}\left(\eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+r^{2} \mathrm{~d} \theta^{2}+\rho^{2} \mathrm{~d} y^{2}\right) \tag{5.57}
\end{equation*}
$$

and the gauge boson is once again

$$
\begin{equation*}
\mathrm{B}_{\theta}=-\mathrm{q} \tanh (y), \tag{5.58}
\end{equation*}
$$

the bulk profile of the Higgs field follows from the equation

$$
\begin{equation*}
-\phi_{, y y}+\left[-2 l(2 l+1) \operatorname{sech}^{2}(y)-(8 o l-k s) \tanh (y)+4 l^{2}+4 o^{2}+\frac{k^{2} s^{2}}{\lambda^{2}}\right] \phi=m^{2} \rho^{2} \phi \tag{5.59}
\end{equation*}
$$

where $\lambda=\frac{\mathrm{g}^{\prime} \rho \mathrm{q}}{r}$ and $s=\frac{\lambda \rho}{r}$. The general solution of Eq. (5.59) takes the form

$$
\begin{align*}
\phi_{k j}= & c_{1} \operatorname{sech}^{q}(y) e^{p y}{ }_{2} F_{1}\left(q-2 l, 2 l+1+q ; q-p+1 ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right) \\
& +c_{2} \operatorname{sech}^{p}(y) e^{q y}{ }_{2} F_{1}\left(p-2 l, 2 l+1+p ; p-q+1 ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right), \tag{5.60}
\end{align*}
$$

where $q=\frac{\sqrt{\sqrt{\epsilon^{2}-(8 o l-k s)^{2}}-\epsilon}}{\sqrt{2}}, p=\frac{|8 o l-k s|}{2 q}$ and $\epsilon=m^{2} \rho^{2}-4 l^{2}-4 o^{2}-\frac{k^{2} s^{2}}{\lambda^{2}}$. If $\epsilon \geq-|8 o l-k s|$ then Eq. (5.60) corresponds to the propagating modes. Otherwise, for $\epsilon<-|8 o l+k s|$, the solution (5.60) leads to the bound states

$$
\begin{equation*}
\phi_{k j}(y)=c e^{\frac{|8 o l-k s|}{2(2 l-j)} y} \operatorname{sech}^{2 l-j}(y){ }_{2} F_{1}\left(-j, 4 l+1-j ; 2 l+1-j-\frac{|4 o l-k s|}{2 l-j} ; \frac{e^{-y} \operatorname{sech}(y)}{2}\right) . \tag{5.61}
\end{equation*}
$$

both associated with the mass eigenvalues

$$
\begin{equation*}
m^{2} \rho^{2}=4 l^{2}+4 o^{2}+\frac{k^{2} s^{2}}{\lambda^{2}}-(2 l-j)^{2}-\frac{(8 o l-k s)^{2}}{4(2 l-j)^{2}} \tag{5.62}
\end{equation*}
$$

where $j$ is a natural number. In this way there is always a mass gap between the zero and massive modes, be it a discrete or continuous mode. The mass gap for the Higgs field follows similar patterns to the ones found for the leptons.

### 5.1.5 Neutrino Masses

So far only the charged leptons have been included in the mass generation mechanism, but neutrinos should also present a mass. In this subsection, a speculation of how the neutrinos may acquire mass is postulated in this six-dimensional setup. First assume that the neutrinos interact with the Higgs as follows,

$$
\begin{equation*}
S_{\nu}=-\int \mathrm{d}^{6} x \sqrt{-g} m_{\nu} \phi\left[\bar{L}^{(6)} \tilde{\mathrm{H}} \nu_{-}^{(6)}+\bar{\nu}_{-}^{(6)} \tilde{\mathrm{H}}^{\dagger} L^{(6)}\right], \tag{5.63}
\end{equation*}
$$

where $\widetilde{\mathrm{H}}=i \sigma_{2} \mathrm{H}^{*}, m_{\nu}$ is the neutral lepton coupling constant with the Higgs field and $\phi$ is some dark real scalar field that is a function of only $\theta$. The scalar field $\phi$ is important to establish the interaction between the different flavors of neutrinos. Secondly, take $\phi$ to be the most general scalar field one can fit in $\mathbb{S}^{1}$, i.e.

$$
\begin{equation*}
\phi(\theta)=\sum_{j} c_{j} e^{i j \theta} \tag{5.64}
\end{equation*}
$$

A four-dimensional observer will thus model the neutrino interaction with the Higgs, which follows from substituting Eqs. (5.27), (5.28), (5.32) and (5.64) in Eq. (5.63) and canonically normalizing, by an effective term

$$
\begin{equation*}
S_{\nu}=-\sum_{k, j} m_{k j} \int \mathrm{~d}^{4} x\left(\bar{L}_{k} \widetilde{H}_{0} \nu_{j}^{-}+\bar{\nu}_{k}^{-} \widetilde{H}_{0}^{\dagger} L_{j}\right) \tag{5.65}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{m}_{k j}=\frac{\mu m_{\nu}}{\sqrt{2 \lambda}} \frac{c_{k-j} 2^{l} \sqrt{\Gamma(\mathrm{a}) \Gamma(\mathrm{ba})} \Gamma\left(\frac{l+\frac{\mathrm{ab}+\mathrm{a}}{2}-o-\frac{(k+j) \rho}{r}}{2}\right) \Gamma\left(\frac{l+\frac{\mathrm{ab}+\mathrm{a}}{2}+\left[o+\frac{(k+j) \rho}{r}\right]}{2}\right)}{\Gamma\left(l+\frac{\mathrm{ab}+\mathrm{a}}{2}\right) \sqrt{\Gamma\left(\frac{\mathrm{a}-\frac{2 j \rho y}{r}}{2}\right) \Gamma\left(\frac{\mathrm{a}+\frac{2 j \rho y}{r}}{2}\right)} \sqrt{\Gamma\left(\frac{\mathrm{ba}-\frac{2 k p y}{r}}{2}\right) \Gamma\left(\frac{\mathrm{ba}+\frac{2 k p y}{r}}{2}\right)}} \tag{5.66}
\end{equation*}
$$

The full asymmetrical lepton model has nine parameters: $c_{-2} / c_{0}, c_{-1} / c_{0}, c_{1} / c_{0}, c_{2} / c_{0}$, $\mathrm{a}, \rho / r, \mathbf{b}, m_{\nu}$ and $m_{0}$. If metric (5.40) is to be assumed then there are two parameters defining the braneworld model: $l$ and $o$. While the SM with the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix has ten parameters ${ }^{12}[123]: \theta_{12}, \theta_{13}, \theta_{23}, \delta, m_{1}, m_{2}, m_{3}, m_{e}, m_{\mu}$ and $m_{\tau}$. The correct mass matrix for the neutrinos could be achievable with (5.66). Considering that the parameters a and $\rho / r$ are fixed by the charged lepton mass fractions, then one can choose the $c_{j}$ such that the mixing angles, $\theta_{12}, \theta_{13}$ and $\theta_{23}$, and Dirac phase, $\delta$, of the PMNS matrix are exactly like the experimentally verified. The parameters $m_{\nu}, \mathbf{b}, l$ and $o$ that are left should be enough to fix the neutrino masses $m_{1}, m_{2}$ and $m_{3}$, such that they satisfy the constrictions imposed by Solar and atmospheric neutrino oscillations. The complete analysis of the values of the parameters that fix the correct PMNS matrix is outside the scope of the present work, and is left for future work.

[^27]
### 5.2 For Other Sets of the Classification

So far the proposed mechanism has been presented for trivial-like solutions, thus this section is dedicated to exploring the mechanism along the other sets in the classification. It is straightforward to extend the proposed mechanism to string-like solutions. From action (5.17), and the same assumptions about the gauge and scalar fields, one can achieve the following expression for the masses, after the Higgs field has broken the gauge symmetry and acquired a v.e.v,

$$
\begin{equation*}
m_{k}=\frac{\mu m_{0}}{\sqrt{2 \lambda}} \frac{\int \mathrm{~d} y e^{-B} \overline{L_{0 k}^{+}} R_{0 k}^{+}}{\sqrt{\int \mathrm{d} y e^{A-B}\left|L_{0 k}^{+}\right|^{2}} \sqrt{\int \mathrm{~d} y e^{A-B}\left|R_{0 k}^{+}\right|^{2}}} \tag{5.67}
\end{equation*}
$$

Thus, assuming that

$$
\begin{equation*}
\boldsymbol{g}=\left(f_{+}+f_{-}\right)^{2} \eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+Q^{2}\left(f_{+}+f_{-}\right)^{2}\left(\rho^{2} \mathrm{~d} y^{2}+r^{2} \mathrm{~d} \theta^{2}\right), \tag{5.68}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
e^{-B}=Q\left(f_{+}+f_{-}\right) \text {and } e^{A-B}=Q(y), \tag{5.69}
\end{equation*}
$$

where $Q$ is some even function of $y$, implies in the masses

$$
\begin{equation*}
m_{k}=\frac{\mu m_{0}}{\sqrt{2 \lambda}} \frac{\int \mathrm{~d} y\left(f_{+}+f_{-}\right) Q F e^{2 k \frac{\rho}{r}}}{\sqrt{\int \mathrm{~d} y Q F e^{2 k \frac{\rho}{r}}} \sqrt{\int \mathrm{~d} y Q F e^{2 k \frac{\rho}{r}}}} \tag{5.70}
\end{equation*}
$$

Therefore, Eq. (5.70) is equivalent to Eq. (5.35), if one substitutes $F \rightarrow Q F$, and the same conclusions drawn in Secs. 5.1.1, 5.1.2 and 5.1.3 are also valid for string-like solutions ${ }^{13}$.

For the intersecting-like models, solely the ones for which $p=0$ (or $p=1$ ) can comport the mechanism, i.e. models III, IV, V and VI. The other two models, I and II, do not posses the possibility of an asymmetry in the warp factor, since it is symmetrical with respect to the center of the configuration. For models $I I I, I V, V$ and $V I$ one can achieve an asymmetry by imposing that $\tilde{A}$ be asymmetrical. Regardless, this section shall only address the mechanism for model $I V$, since it has been confirmed in previous chapters to correspond to the most physically significant one.

To realize the mechanism for model $I V$, a new dark scalar field must be introduced to the formalism, this is to achieve the localization of spinors not only in the direction of

[^28]$y$, but also of $\varphi$. To this end, one specifies the action for spinors as
\[

$$
\begin{align*}
S_{S U(2)_{L} \times U_{1}}= & \int \mathrm{d}^{6} x \sqrt{-g}\left\{\overline{\mathrm{~L}}^{(6)} \Gamma^{M}\left[\nabla_{M}-i \mathrm{~g} \tau_{a} \mathrm{~W}_{M}^{a}+\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{M}+\phi_{, M}\right] \mathrm{L}^{(6)}\right. \\
& \left.+\overline{\mathrm{e}}_{-}^{(6)} \Gamma^{M}\left[\nabla_{M}+i \mathrm{~g}^{\prime} \mathrm{B}_{M}+\zeta_{, M}+\phi_{, M}\right] \mathrm{e}_{-}^{(6)}-m_{0}\left[\bar{L}^{(6)} \mathrm{He}_{-}^{(6)}+\overline{\mathrm{e}}_{-}^{(6)} \mathrm{H}^{\dagger} L^{(6)}\right]\right\} \tag{5.71}
\end{align*}
$$
\]

where the scalar field $\phi=\phi(\varphi)$ has been included to guarantee that the zero modes of spinors are localized, all other fields will be equivalent to the ones previously introduced in Subsec. 5.1.2. The zero modes of the leptons are similar to the ones at Subsec. 5.1.2, but the inclusion of the scalar leads to

$$
\mathrm{L}_{0}^{(6)}=\left\{\begin{array}{l}
\nu_{+0}^{(6)}  \tag{5.72}\\
\mathrm{e}_{+0}^{(6)}
\end{array}\right\}, \nu_{+0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k} L_{0 k}^{+}\left[\begin{array}{c}
\psi_{\nu 0 k}^{L+}\left(x^{\mu}\right) \\
0 \\
0 \\
0
\end{array}\right], \mathrm{e}_{+0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k} L_{0 k}^{+}\left[\begin{array}{c}
\psi_{\mathrm{e} 0 k}^{L+}\left(x^{\mu}\right) \\
0 \\
0 \\
0
\end{array}\right]
$$

and

$$
\mathrm{e}_{-0}^{(6)}=e^{\frac{5 A}{2}} \sum_{k} R_{0 k}^{-}\left[\begin{array}{c}
0  \tag{5.73}\\
0 \\
0 \\
\psi_{\mathrm{e} 0 k}^{R-}\left(x^{\mu}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
L_{0 k}^{+}=C_{k} e^{i k \varphi} e^{-\phi} e^{\frac{k \rho y}{r}} F^{\frac{1}{2}} \text { and } R_{0 k}^{-}=D_{k} e^{i k \varphi} e^{-\phi} e^{\frac{k \rho y}{r}} F^{\frac{1}{2}} \tag{5.74}
\end{equation*}
$$

Relevant to the leptons masses is the normalization of the lepton wave functions, which are given by

$$
\begin{equation*}
\int \mathrm{d} y^{2} e^{A-B} \bar{L}_{0 l}^{+} L_{0 k}^{+}=\int_{-\pi}^{\pi} \mathrm{d} \varphi e^{\hat{A}} e^{i(k-l) \varphi} e^{-2 \phi} \int_{-\infty}^{\infty} \mathrm{d} y e^{\frac{(l+k) \rho y}{r}} F \tag{5.75}
\end{equation*}
$$

the right-handed wave function also follows the same integration. The simplest way for integral (5.75) to be finite is when $\phi$ coincides with $\hat{A} / 2$, therefore implying in

$$
\begin{equation*}
\int \mathrm{d} y^{2} e^{A-B} \bar{L}_{0 l}^{+} L_{0 k}^{+}=\delta_{l k} \int_{-\infty}^{\infty} \mathrm{d} y e^{\frac{(l+k) \rho y}{r}} F \tag{5.76}
\end{equation*}
$$

which is finite within this formalism. Essentially the scalar field for model $I V$ satisfies

$$
\begin{equation*}
e^{-2 \phi}=\cos \left(\frac{n \varphi}{2}\right) . \tag{5.77}
\end{equation*}
$$

To finally find the masses one must now look into the Higgs field. To achieve the correct masses one must impose the action for the Higgs as

$$
\begin{align*}
S_{H}=\int \mathrm{d} x^{6} \sqrt{-g}\left\{\left[\left(\nabla_{M}-i \mathrm{~g} \tau_{a} \mathrm{~W}_{M}^{a}-\right.\right.\right. & \left.\left.\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}_{M}+2 \phi, M\right) \mathrm{H}\right]^{\dagger} \\
& \times\left(\nabla^{M}-i \mathrm{~g} \tau^{b} \mathrm{~W}_{b}^{M}-\frac{i}{2} \mathrm{~g}^{\prime} \mathrm{B}^{M}+2 \phi_{, M}\right) \mathrm{H} \\
& \left.-\zeta^{, M} \zeta_{, M} \mathrm{H}^{\dagger} \mathrm{H}+V(\mathrm{H})\right\}, \tag{5.78}
\end{align*}
$$

where the Higgs also couples to the scalar field $\phi$. The zero modes of the Higgs with the inclusion of the scalar field $\phi$ are simply

$$
\begin{equation*}
\mathrm{H}=c e^{-2 \phi} H\left(x^{\mu}\right)=c \cos \left(\frac{n \varphi}{2}\right) H\left(x^{\mu}\right) . \tag{5.79}
\end{equation*}
$$

Finally, the mass matrix of the leptons is given by the equation

$$
\begin{align*}
m_{k l} & =\frac{\mu m_{0}}{\sqrt{2 \lambda}} \frac{\int \mathrm{~d} y^{2} e^{-B} \cos \left(\frac{n \varphi}{2}\right) \overline{L_{0 k}^{+}} R_{0 l}^{+}}{\sqrt{\int \mathrm{d} y^{2} e^{A-B}\left|L_{0 k}^{+}\right|^{2}} \sqrt{\int \mathrm{~d} y^{2} e^{A-B}\left|R_{0 k}^{+}\right|^{2}}} \\
& =\frac{\mu m_{0}}{\sqrt{2 \lambda}} \frac{2 r}{n} \sqrt{\frac{\Lambda}{3} \frac{\int_{-\pi}^{\pi} \mathrm{d} \varphi \cos ^{2}\left(\frac{n \varphi}{2}\right) e^{i(k-l) \varphi} \int_{-\infty}^{\infty} \mathrm{d} y e^{-\tilde{A}} e^{\frac{(l+k) \rho y}{r}} F}{\sqrt{\int_{-\infty}^{\infty} \mathrm{d} y e^{\frac{k \rho y}{r}}} F \sqrt{\int_{-\infty}^{\infty} \mathrm{d} y e^{\frac{l \rho y}{r}} F}}}, \tag{5.80}
\end{align*}
$$

The mass matrix (5.80) is not always diagonal, and therefore does not in general lead to the charged lepton mass spectrum. In fact, as long as $n>2, n \in \mathbb{N}^{+}$, the mass matrix is diagonal and leads to the same conclusions derived in Sec. 5.1. Thus the asymmetrical mechanism, as described in Sec. 5.1, can be trivially extended to model $I V$ if $n>2$.

One could attempt to further extend the mechanism for model $I V$ to include $n=1$ or $n=2$ by changing the coupling constant of the Higgs with the scalar field $\phi$ from 2 to some real $\alpha$. But, it is straightforward to conclude that the mass matrix is diagonal if and only if $n>2$ and $\alpha$ is some even natural positive number, which excludes model $I V$ when $n=1$ or $n=2$ independently on the choice of $\alpha$.

A similar procedure could be employed for models $I I I$ and $V$, but one would have to fine tune the choice of $\alpha$, i.e. the coupling between the Higgs and the scalar field $\phi$, to achieve a diagonal mass matrix for the charged leptons. Aside from this fine tuning problem, the asymmetrical mechanism can be straightforwardly achieved for these models.

## 6 Conclusion

Some old and novel solutions of braneworld models in $(5+1)$-dimensions were classified and explored. Such braneworld models were thus employed in a mechanism for explaining the masses of the charged leptons. In the following, a specialized summary and discussion of the main results is presented.

### 6.1 On the Six-dimensional Braneworld Models

As a preliminary proposal, braneworlds generated by two scalar fields were obtained as solutions depending solely on a single coordinate of the co-dimensions, therefore constituting an intersection of two thick branes, where the adopted procedure involved constraining the metric components to be separable functions of the co-dimensions. Braneworlds on top of two different geometries of $\mathbb{S}^{2}$, the sphere and spheroid, were also constructed, and trivial and non-trivial extensions of the well known $(4+1)$-dimensional brane-world models were identified. All the results implied into six different models, where two of them were strictly defined (models $I$ and $I I$ ) up to some constant $p$, and the other four (models III, $I V, V$ and $V I$ ) have maintained some degree freedom not specified by the field equations.

In the first subset, models $I$ and $I I$ constituted strictly defined models, determined from a flat brane where the separation constant $p$ was set different from 1 (or 0 ) so as to strictly determine all the involved quantities from the Einstein field equations. The intrinsic difference between such models emerges from the choice of a constant parameter $c_{u}$ : for real $c_{u}$ one finds model $I$, and imaginary $c_{u}$ one finds model $I I$. For model $I$ one identifies a metric with a non-RS-like warp factor, but still noticing that the effective finite volume of the bulk allows for localizing fields in the brane. The biggest complication of model $I$ is its requirement of an infinite amount of energy to achieve the localized gravity configuration, which induces one to regard it as unphysical. Model $I I$ is significantly more interesting in the sense that where several singularities may be identified, its total defect formation energy is finite. Nevertheless, due to the singularities in the stress energy tensor, one may regard model $I I$ also as an unphysical configuration.

In the second subset, models $I I I, I V, V$ and $V I$ consisted in braneworld configurations with some degree of freedom not strictly specified by Einstein field equations. They were constructed by assuming that the auxiliary constant is set $p=0$ such that one is able to obtaining solutions for the whole range of possible values of the cosmological constant $\Lambda$ $(=0,>0$ or $<0)$. All the solutions contain extensions of some well-known five-dimensional braneworlds when the separation constant introduced for solving the coupled Einstein equations is set as $C=0$, being it either a trivial or non-trivial extension. More relevantly,
some solutions for the sphere and spheroid geometries, where model $I V$ seems to be of particular interest to physics, have been scrutinized.

In particular, model $I I I$ was constructed upon a flat brane model with two scalar fields, for which the solution implies into some singularities where the warp factor exhibits cusped profile. Overall, the fields that constitute model III have similar behavior to the ones in model $I I$. The above-mentioned model $I V$ seems to be the most relevant solution here depicted. This model consists in a de Sitter brane with a single scalar field with a consistently and smoothly well behaved warp factor. No cusps are found in the warp factor and the so ingrained singularities in the stress energy tensor, which emerge with other models, are avoided. Regardless, after evaluating the Kretschmann scalar, for model $I V$, curvature singularities are still encountered. Model $I V$ also eventually discards the role of the scalar field $\phi$, since one could assume any generic form for the stress energy tensor as long as $T^{u}{ }_{u}(u), T^{\mu}{ }_{\nu}(u)=\delta_{\nu}^{\mu} T^{v}{ }_{v}(u)$ and $T_{u v}=0$. Thus model $I V$ may be found into other applications other than those for thick branes generated by scalar fields. For completeness, considering the whole spectrum of possible values for the cosmological-like constant $\Lambda$, model $V$ was considered upon an anti-de Sitter brane with two scalar fields, where the separation constant has been set as $C=0$. It resulted into model $V$ possessing similar features to model $I I I$, which essentially exhibits the same singularities and cusps of the latter.

It is also worth to mention that, for models $I I I, I V, V$ and $V I$, from the second subset, the Einstein equations do not define all fields. The scalar field $\phi$, the warp factor $\tilde{A}$ and the potential $\mathcal{V}$ of are not strictly defined from field equations and one thus still has some freedom in choosing such quantities. This opened the possibility for considering predetermined geometries for the internal space. By choosing $\tilde{A}$ and $\tilde{f}$ with predetermined geometry, one is able to achieve two setups that allow for the integration of the corresponding metric Eq. (2.85). From such choices of $\tilde{A}$ and $\tilde{f}$, one is able to accomplish a solution over the sphere and spheroid for models $I I I$ and $I V$. For the sphere models, two solutions for model $I V$ and nine solutions for model $I I I$ were achieved, one for each possible value of a discrete degree of freedom $n$. In particular, for model $I V$, for $n=1$, one has found a solution for which the stress energy tensor is smoothly well-behaved, even if the scalar $\phi$ exhibit some singularities. On the other hand, the $n=2$ model depicts a $d \mathbb{S}^{6}$ space, since there are no scalar fields, only the vacuum. Likewise, the spheroid seems to enjoy the most interesting features of the $\mathbb{S}^{2}$ models. Constructed for model $I V$, with $n=2$, one is able to achieve several interesting configurations for the warp factor and the scalar field, which guarantees the localization of gravity. Also, the spheroid solution pointed to a new solution for $(4+1)$-dimensional models, represented by metric (2.146), where the actual localization parameter are given in terms of an arbitrary constant, $\kappa$.

The gravitational fluctuations and phenomenological implications of intersecting-
like braneworlds have also been explored. For the so-called models $I, I I, I I I$ and $V I$, zero modes have been computed, for model $I V$, the entire spectrum of graviton modes were analytically identified, and for model $V$, only some could be computed. In addition, the implications of spherical internal spaces have been investigated for models $I I I$ and $I V$.

Generically, in contrast to ordinary five-dimensional models, six-dimensional models rely on a more intricate quantum mechanical two-dimensional analogue problem, where the assessment of the localization of gravity is driven by the curved space co-dimensional variables, $\left(\mathbb{B}^{2}, \hat{\boldsymbol{\sigma}}\right)$, rendering a Schrödinger-like equation for each co-dimension, from which localization modes have been identified.

Despite the reiterated physical appealing limitations of models $I$ and $I I$ (cf. Ref. [1]), the profile of the gravitational constant $G_{N}$ has been obtained, at least, as a pedagogical exercise. Results from models $I$ and $I I$ attest that the gravitational strength may be as small as one wishes by setting the parameter $p$ close to 2 or 4 , instead of reflecting some usual brane "radius" (parameters $c_{u}$ and $c_{v}$ ) tuning effect. -

More problematically, model III implied into a Schrödinger-like equation whose massive states are not straightforwardly determined, with the exception for a trivial extension of five-dimensional models $(C=0)$, for which massive states are similar to flat compactified models.

The most physically appealing intersecting braneworld, model $I V$, revealed a Schrödinger-like equation with a Pösch-Teller potential, admitting a finite and discrete number of gravitons, whose masses are bounded from above by an interplay between the separation constant $k$ and the cosmological constant ${ }^{1} \Lambda$. Any propagating mode was summarily discarded after imposing unitary boundary conditions, thus rendering the singularities at the boundaries of space harmless. It is also noteworthy that model $I V$ presents a mass gap between the zero and massive modes, all the while retaining a smooth Ricci scalar but a singular Kretschmann scalar. This is in contrast to five-dimensional models, where mass gaps and a singular Ricci scalar are directly connected [87]. Thus we conjectured that the existence of a mass gap in higher-dimensional braneworlds, other than five, may be connected to naked singularities of other scalar invariants besides the Ricci scalar.

The unique model constructed out of an anti-de Sitter brane, model $V$, has alluded to a Schrödinger-like equation with a trigonometric Pösch-Teller potential and a discrete set of gravitational modes. Unfortunately, model $V$ presents a tachyonic graviton mode, which points to an instability of the configuration.

Finally, concerning some technicalities pointed out in Sec. 2.4.6, through models $I I I$ and $I V$, one could also construct braneworld models whose internal space are spheres.

[^29]The spherical models constructed out of model $I I I$, but with $C=0$, rely on a trivial extension of five-dimensional braneworlds. Remarkably, such trivial extensions imply into a gravitational interaction that behaves like a five-dimensional ADD model, while the gravitational constant behaves like a six-dimensional one. On the other hand, sphere models constructed out of model $I V$ implied in two normalizable modes and the usual Newtonian interaction, with the gravitational constant being determined by a combination of the cosmological constant $(\Lambda)$ and the radius of $\mathbb{S}^{2}(r)$.

The localization of matter fields have also been investigated. Scalar fields generally follow the same quantum mechanical problem as the gravitational one, and every conclusion for gravity could be extended to them. Gauge fields are more complicated, their zero modes localization follow straightforwardly from the equations of motion, but the massive modes required some extraordinary assumptions. Concerning strictly model $I V$, the full spectrum of massive gauge modes was determined, with a unique mode being localized, the zero mode.

Differing from gauge and scalar fields, fermionic matter required a more intricate analysis. Contrasting to the results of other matter fields, Weyl spinors can not be localized for the intersecting-like branes. Thus the localization of spinorial fields supported by a gauge field was investigated. In the trivial-like case, the localization becomes independent from warp factor, being solely determined from the gauge. In particular, fixing the codimensional components of the gauge field to be $B_{y}=0$ and $B_{\theta}=b \tanh (y)$, transformed the Schrödinger-like into a Morse-Rosen equation, and its entire spectrum of modes was evaluated.

At last, for what concerns model $I V$, a new Schrödinger-like equation, that is dual to a trigonometric Morse-Rosen equation, was introduced after a special choice for the gauge field. The eigenvalues are exactly the same as a Posch-Teller system, for which the deepness of the potential well is controlled by the gauge field strength, but the eigenstates differ considerably. It is shown that there are finitely many, but degenerate, localized states, being the continuous modes separated from the bound states by a mass gap.

### 6.2 On the Lepton Masses

From a classical perspective, fermions are localized at the vicinity of an asymmetric conformally flat brane by the inclusion of a non-trivial bulk profile for the hypercharge gauge boson and a dark scalar field; and the proper mass fractions are a consequence of canonical normalization and the overlap between the fermionic wave functions with the asymmetric warp factor. A mechanism for explaining the spectrum of the charged lepton masses was therefore build for both a $U(1)$ and $S U(2)_{L} \times U(1)$ models, and upon two parameters: the gauge field strength, a, and the ratio between the co-dimensional sizes,

## $\rho / r$.

In particular, from a model represented by metric Eq. (5.40), which was proposed for the sole reason of achieving analytical expressions, the proper fractions between the electron, muon and tauon masses were obtained, solely requiring that a $-2 \rho / r$ be tiny. Even when a is of the order of unity, the correct fractions for the masses can be realized when the warp factor presents a large asymmetry, which for Eq. (5.40) is achievable when $1-o / l$ is tiny.

Furthermore, other asymmetric warp factors, in principle, also have the necessary structure to realize the needed mass spectrum, but an adjustment of the parameter values would be necessary. Even if surprising simple integrals have emerged when one assumed the metric as Eq. (5.40), other setups may not be so treatable as for finding analytical values for the masses. These results can also be trivially extended to other elements of the proposed classification, i.e. for string and intersecting-like braneworlds.

In this matter, relevant for next investigations, the same mechanism could also be employed for describing neutrino and quark mass hierarchy problems, since their diagonal masses should satisfy a similar spectra. Of course, specific features related to neutrino and quark interactions, and their implications for the mass generation mechanism, turn the problem sufficiently more complex for such a preliminary analysis. In particular, the neutrino mass matrix can be straightforwardly determined, but evaluating the individual neutrino masses and their mixing angles is an intricate problem.
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## Appendix

## APPENDIX A - Details of models $I$ and $I I$

From solutions (2.66) and (2.67), one is able to write the metric in the form

$$
\begin{align*}
\boldsymbol{g}=\sqrt{\cosh \left[2 c_{u}\left(u+u_{0}\right)\right] \cosh \left[2 c_{v}\left(v+v_{0}\right)\right]} & \eta_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu} \\
& +\sqrt{\frac{\cosh ^{p}\left[2 c_{v}\left(v+v_{0}\right)\right]}{\cosh ^{p-1}\left[2 c_{u}\left(u+u_{0}\right)\right]}\left(\mathrm{d} u^{2}+\mathrm{d} v^{2}\right)} \tag{A.1}
\end{align*}
$$

from which it is indeed not so clear whether gravity is localized in the brane. One should notice that if $\operatorname{Re}\left(c_{v}\right) \neq 0$, since $p \geq 1 / 2$, there would be no way of "localizing" fields in the "direction of $v$ ", since both conformal factors which multiply $\eta_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}$ and $\mathrm{d} v \otimes \mathrm{~d} v$ "increase with $v$ ". Thus one is constrained to assume $\operatorname{Re}\left(c_{v}\right)=0$ to achieve an acceptable physical solutions, which means that the $v$ coordinate can be compactified into a circle $\mathbb{S}^{1}$, or in some other words, $v=r \varphi$, where $r$ is the radius of $\mathbb{S}^{1}$ and $\varphi \in \mathbb{S}^{1}$. Since the metric must be continuous in $\mathbb{S}^{1}$, the $e^{-2 \hat{A}}$ factor must be continuous in $\mathbb{S}^{1}$, i.e.

$$
\left|\cos \left(2\left|c_{v}\right| r 2 \pi\right)\right|=|\cos (0)|=1 \Longrightarrow\left|c_{v}\right|=\frac{n}{4 r}, n \in \mathbb{N} .
$$

Likewise, one still needs to verify the localization along the "direction of $u$ ", which can be achieved in two different ways.

For instance, when $\operatorname{Im}\left(c_{u}\right)=0$, if one sets $p$ large enough (i.e. at least $p \geq 3$ ), the effective volume associated with $\mathbb{B}^{2}$ becomes finite. Even though the warp factor does not have a RS-like profile, because the volume of $\mathbb{B}^{2}$ is finite, one can still possibly "localize" gravity and other fields. Otherwise, when $\operatorname{Re}\left(c_{u}\right)=0$, in a similar fashion to the content discussed for coordinate $v$, the space coordinate $u$ can be compactified as a circle $\mathbb{S}^{1}$. In this case, one must impose $1 / 2 \leq p \leq 3$, otherwise the effective volume is not finite (this is clearer when observing the metric from (A.1) for $p<3$ ). Therefore, it is imperative to choose either $\operatorname{Im}\left(c_{u}\right)=0$ for models with $p \geq 3$ or $\operatorname{Re}\left(c_{u}\right)=0$ for models with $p \leq 3$ in order to obtain consistent solutions with localized gravity.

Even if one is able to localize fields in the brane, the configuration may still not be physical. If the total energy associated with the configuration is infinite, then one can argue that the solutions are not physical ones. Therefore, to realize the total energy of the system one thus writes the stress energy tensor as

$$
\begin{equation*}
T_{\mu \nu}=-\eta_{\mu \nu} \sqrt{\frac{\cosh ^{p}\left(2 c_{u} u\right)}{\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p-1}}}\left[\frac{\left(\phi_{, u}\right)^{2}}{2}+\frac{\left(\zeta_{, \varphi}\right)^{2}}{2 r^{2}}+\mathcal{V}\right] \tag{A.2}
\end{equation*}
$$

As claimed above, the energy density which is computed from $\sqrt{-\mathrm{g}} T_{\mu \nu}$ must be finite, otherwise the total energy in this configuration will not be finite. One thus has

$$
\begin{equation*}
T_{\mu \nu} \sqrt{-\mathrm{g}}=-\frac{r}{2} \eta_{\mu \nu}\left[\left(\phi_{, u}\right)^{2}+\frac{\left(\zeta_{, \varphi}\right)^{2}}{r^{2}}+2 \mathcal{V}\right]\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{3 / 2} \cosh ^{3 / 2}\left(2 c_{u} u\right), \tag{A.3}
\end{equation*}
$$

from which it can be noticed that, if $\operatorname{Im}\left(c_{u}\right)=0$, since $\zeta=\zeta(v)$, the integration of Eq. (A.3) throughout space will necessarily be infinite. Therefore one may claim that the $\operatorname{Im}\left(c_{u}\right)=0$ configurations requires an unphysical infinite amount of energy to be realized. Following a similar analysis, from Eq. (A.3), no conclusive assertion about the choice of $\operatorname{Re}\left(c_{u}\right)=0$ instead of $\operatorname{Im}\left(c_{u}\right)=0$ can be performed. However, as a matter of completeness, the calculations will be carried out for both configurations.

## A. 1 Model I

Model $I$ is resumed by expressions (2.69), (2.70), (2.71) and (2.72) and the dependence on $\varphi$ for the warp and conformal factors are depicted in Figs. 31a and 31b.


Figure 31 - (a) Warp factor $e^{-2 \hat{A}}$ of model $I$ as a function of $\varphi$, for $n=1$ (solid black line), $n=2$ (dashed black line), $n=3$ (solid red line) and $n=4$ (dashed red line). (b) Conformal factor $e^{-2 B^{I}}$ of model $I$ as a function of $\varphi$, for $p=3$ (black), $p=4$ (red) and $p=5$ (blue), the solid and dashed lines correspond to $n=1$ and $n=2$, respectively.

In particular, for $b_{\phi}=b_{\zeta}=-1$, one has $c_{u}=\left|c_{v}\right|=n / 4 r$. In this case, since $a_{\phi} \geq 0$ one realizes that $p \geq 5 / 2$, which is a tautology since $p \geq 3$. For this choice, one finds the scalar fields and potential in the following form,

$$
\begin{align*}
\mathcal{V}^{I} & =0  \tag{A.4}\\
\phi^{I} & = \pm \sqrt{2 p-5} M^{2} \arcsin \left[\tanh \left(\frac{n u}{2 r}\right)\right]  \tag{A.5}\\
\zeta^{I} & = \pm \sqrt{3+2 p} M^{2} \operatorname{arctanh}\left[\sin \left(\frac{n \varphi}{2}\right)\right] . \tag{A.6}
\end{align*}
$$

The scalar fields are depicted in Fig. 32. The structure of the scalar field $\zeta^{I}$, as given by (A.6), shall recurrently appear as a driver for $(5+1)$-dimensional thick brane-worlds. As it shall be noticed in the following models, the scalar field dependence on the angular-like variables in much sense reproduce the behavior depicted in Fig. 32. Interestingly, the scalar field $\phi^{I}$ is zero when $p=5 / 2$, implying into a singular configuration with a single scalar field $\zeta^{I}$, with $\mathcal{V}^{I}=0$.


Figure 32 - The scalar fields of model $I$ : (a) $\phi^{* I}=\phi^{I} / \sqrt{2 p-5} M^{2}$; (b) $\zeta^{* I}=$ $\zeta^{I} / \sqrt{3+2 p} M^{2}$. The plots are for $n=1$ (solid black line), $n=2$ (dashed black line), $n=3$ (solid red line) and $n=4$ (dashed red line).

Finally, the stress energy tensor for model $I$ is simply written as

$$
\begin{equation*}
T_{\mu \nu}=\frac{M^{4} n^{2} \eta_{\mu \nu}}{8 r^{2}} \frac{(5-2 p) \operatorname{sech}^{2}\left(\frac{n u}{2 r}\right)-(2 p+3) \sec ^{2}\left(\frac{n \varphi}{2}\right)}{\sqrt{\operatorname{sech}^{p}\left(\frac{n u}{2 r}\right)\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p-1}}}, \tag{A.7}
\end{equation*}
$$

where its several singularities are consistent with the numerous cusps exhibited by the warp factor. Also, an infinite amount of energy is necessary to achieve such configuration, as one can check after integrating the previous expression throughout space coordinates.

## A. 2 Model II

Model $I I$ can be summarized by expressions (2.76), (2.77), (2.78) and (2.79). The soft shortcoming of model $I I$ is concerned with not being possible to rewrite $\mathcal{V}$ as function of $\phi$ and $\zeta$, since the expressions for (2.78) and (2.79) are not invertible. It would be advisable since one had started with the assumption that $\mathcal{V}=\mathcal{V}(\phi, \zeta)$. The shape of the scalar fields, $\phi$ and $\zeta$, and of the potential $\mathcal{V}$ are presented in Figs. 33 and 34, respectively.


Figure 33 - Scalar fields of model $I I$ for $p=1 / 2$ (black) and $p=2$ (red): (a) $\phi^{* I I}=\phi^{I I} / M^{2}$ as a function of $\theta ;(\mathrm{b}) \zeta^{* I I}=\zeta^{I I} / M^{2}$ as a function of $\varphi$. The plots are for $n=l=1$ (solid lines), $n=2, l=1$ (dashed lines) and $n=l=2$ (dotted lines).


Figure 34 - Potential $\mathcal{V}^{I I}$ of model $I I$ as a function of $(\theta, \varphi)$, for $p=1 / 2$ (a) and $p=2$ (b).

Analogously, the stress energy tensor is expressed by

$$
\begin{align*}
& T_{\mu \nu}^{I I}=-2 M^{4} \eta_{\mu \nu} \sqrt{\frac{\left|\cos \left(\frac{l \theta}{2}\right)\right|^{p}}{\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p-1}}}\left\{a_{\phi}\left[1-b_{\phi} \tan ^{2}\left(\frac{l \theta}{2}\right)\right]\right. \\
&\left.\quad+a_{\zeta}\left[1-b_{\zeta} \tan ^{2}\left(\frac{n \varphi}{2}\right)\right]+\sqrt{\frac{\left|\cos \left(\frac{l \theta}{2}\right)\right|^{p-1}}{\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p}}}\left(\frac{l^{2}}{4 \rho^{2}}+\frac{n^{2}}{4 r^{2}}\right)\right\} . \tag{A.8}
\end{align*}
$$

which exhibits several singularities, depending on the values for $n$ and $l$. In fact, for $n=1$ and $l=1$ it has 2 singularities, one at $\varphi=\pi($ or $-\pi)$ and another one at $\theta=\pi($ or $-\pi)$.

These singularities explains the number of cusps in the warp factor. In order to realize physically consistent solutions, the required energy to achieve their internal structure must be finite. From the perspective of the bulk, such a required energy is given by

$$
\begin{align*}
E_{\mu \nu}^{I I} & =\int_{\mathbb{E}^{6}} T_{\mu \nu}^{I I} \sqrt{-\mathrm{g}} \mathrm{~d}^{6} x \\
& \propto \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{a_{\phi}\left[1-b_{\phi} \tan ^{2}\left(\frac{l \theta}{2}\right)\right]+a_{\zeta}\left[1-b_{\zeta} \tan ^{2}\left(\frac{n \varphi}{2}\right)\right]+\sqrt{\frac{\left|\cos \left(\frac{l \theta}{2}\right)\right|^{p-1}}{\left|\cos \left(\frac{n \varphi}{2}\right)\right|^{p}}\left(\frac{l^{2}}{4 \rho^{2}}+\frac{n^{2}}{4 r^{2}}\right)}}{\left|\sec \left(\frac{l \theta}{2}\right)\right|^{3 / 2}\left|\sec \left(\frac{n \varphi}{2}\right)\right|^{3 / 2}} \mathrm{~d} \theta \mathrm{~d} \varphi \tag{A.9}
\end{align*}
$$

with last integral converging for several values of $n, l$ and $p^{1}$. Therefore, even though model $I I$ exhibits several singularities as depicted by the stress energy tensor, the total energy necessary to accomplish model $I I$ is finite. This is an evinced advantage with respect to the model $I$. The form of the energy density for model $I I\left(T_{\mu \nu}^{I I} \sqrt{-\mathrm{g}^{I I}}\right)$ is depicted in Fig. 35. Although model $I I$ has finite total energy, one may still argue against its physical significance, due to its recurrent singularities, a shortcoming that must be considered in the following model issues.


Figure 35 - Energy density $-T_{\mu \nu}^{I I} \sqrt{-\mathrm{g}}$ of model $I I$ as a function of $(\theta, \varphi)$, for $p=1 / 2$ (a) and $p=2$ (b).

[^30]
## APPENDIX B - On the Smoothness of Hypergeometric Functions

Assume a general wave function of the form

$$
\begin{equation*}
\chi=\cos ^{l}(y)_{2} F_{1}\left[\alpha, \beta ; \gamma ; \cos ^{2}(y)\right], \tag{B.1}
\end{equation*}
$$

its first derivative is simply

$$
\begin{equation*}
\chi_{, y}=-l \cos ^{l-1}(y) \sin (y)_{2} F_{1}\left[\alpha, \beta ; \gamma ; \cos ^{2}(y)\right]-2 \sin (y) \cos ^{l+1}(y)_{2} F_{1}^{\prime}\left[\alpha, \beta ; \gamma ; \cos ^{2}(y)\right] . \tag{B.2}
\end{equation*}
$$

The derivatives of hypergeometric functions follow the rule

$$
\begin{equation*}
{ }_{2} F_{1}^{\prime}[\alpha, \beta ; \gamma ; z]=\frac{\mathrm{d}_{2} F_{1}[\alpha, \beta ; \gamma ; z]}{\mathrm{d} z}=\frac{\alpha \beta}{\gamma}{ }_{2} F_{1}[\alpha+1, \beta+1 ; \gamma+1 ; z] . \tag{B.3}
\end{equation*}
$$

Substituting into $\chi, y$ one finds

$$
\begin{align*}
\chi_{, y}=\cos ^{l-1}(y) \sin (y)\left\{-l_{2} F_{1}\right. & {\left[\alpha, \beta ; \gamma ; \cos ^{2}(y)\right] } \\
& \left.-2 \cos ^{2}(y) \frac{\alpha \beta}{\gamma}{ }_{2} F_{1}\left[\alpha+1, \beta+1 ; \gamma+1 ; \cos ^{2}(y)\right]\right\} . \tag{B.4}
\end{align*}
$$

Let the parameters $\alpha, \beta$ and $\gamma$ satisfy $\gamma-\alpha-\beta=1 / 2$, then ${ }_{2} F_{1}\left[\alpha+1, \beta+1 ; \gamma+1 ; \cos ^{2}(y)\right]$ will not converge at $\cos ^{2}(y)=1$. To analyze this divergence further one uses the following property of hypergeometric functions [86]:

$$
\begin{align*}
& { }_{2} F_{1}(\alpha, \beta ; \gamma ; z)=\frac{\Gamma(\gamma) \Gamma(\gamma-\alpha-\beta)}{\Gamma(\gamma-\alpha) \Gamma(\gamma-\beta)}{ }_{2} F_{1}(\alpha, \beta ; \alpha+\beta-\gamma+1 ; 1-z) \\
& \quad+\frac{\Gamma(\gamma) \Gamma(\alpha+\beta-\gamma)}{\Gamma(\alpha) \Gamma(\beta)}(1-z)^{\gamma-\alpha-\beta}{ }_{2} F_{1}(\gamma-\alpha, \gamma-\beta ; \gamma-\alpha-\beta+1 ; 1-z), \tag{B.5}
\end{align*}
$$

thus the first derivative satisfy

$$
\begin{align*}
\chi_{, y}= & -l \cos ^{l-1}(y) \sin (y){ }_{2} F_{1}\left[\alpha, \beta ; \gamma ; \cos ^{2}(y)\right] \\
& -2 \cos ^{l+1}(y) \sin (y) \frac{\alpha \beta}{\gamma} \frac{\Gamma(\gamma+1) \Gamma(-1 / 2)}{\Gamma(\gamma-\alpha) \Gamma(\gamma-\beta)}{ }_{2} F_{1}\left[\alpha+1 ; \beta+1,3 / 2 ; \sin ^{2}(y)\right] \\
& -2 \cos ^{l+1}(y) \operatorname{sign}[\sin (y)] \frac{\alpha \beta}{\gamma} \frac{\Gamma(\gamma+1) \Gamma(1 / 2)}{\Gamma(\alpha+1) \Gamma(\beta+1)} 2 F_{1}\left[\gamma-\alpha, \gamma-\beta ; 1 / 2 ; \sin ^{2}(y)\right], \tag{B.6}
\end{align*}
$$

and at the vicinity of $y=0$ it behaves like

$$
\begin{equation*}
\left.\chi_{, y}\right|_{y \rightarrow 0}=-2 \operatorname{sign}[\sin (y)] \frac{\alpha \beta}{\gamma} \frac{\Gamma(\gamma+1) \Gamma(1 / 2)}{\Gamma(\alpha+1) \Gamma(\beta+1)}, \tag{B.7}
\end{equation*}
$$

leading to a discontinuity unless $\alpha$ or $\beta$ is a non-positive integer $-j, j \in \mathbb{N}$.


[^0]:    1 The analytical solutions must not only define the metric, but also the scalar fields as functions of $u$ and $v$, which does not necessarily implies into identifying $\mathcal{V}$ explicitly in terms of the scalar fields, i.e. $\mathcal{V}=\mathcal{V}(\phi, \zeta)$.

[^1]:    2 The most general one would allow non-diagonal terms.

[^2]:    3 According to Refs. [79, 80], one can extract out of Einstein equations whether or not the space $\mathbb{B}^{2}$ is non-compact.

[^3]:    4 Note that the variable $v$ will generally be interpreted as an angular variable in this set of solutions, otherwise there be no other way of localizing standard fields in this configurations.

[^4]:    ${ }_{5}^{5}$ In this coordinates the metric would take the form $\boldsymbol{g}=e^{-2 \hat{A}} e^{-2 \tilde{A}} \omega_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+e^{-2 \tilde{A}} \mathrm{~d} v^{2}+e^{-2 \tilde{f}} \mathrm{~d} u^{2}$.
    6 The same is true when $C=0$, but, to integrate, coordinates have to be chosen in order to achieve the metric component as $e^{-2 \hat{A}} \mathrm{~d} v^{2}$.

[^5]:    7 The map is considered to be an immersion since the first derivatives of the map must be injective.
    8 An immersion of a compact space, such as $\mathbb{S}^{2}$, is also an embedding.

[^6]:    1 Generically, the Newtonian limit of some braneworld should append some modifications to the gravitational interaction. To avoid contradictions with experimental data one expects the corrections to be insignificant above some scale, thus recovering Newtonian gravity.

[^7]:    2 Extending this line of reasoning in order to account for a curved four-dimensional space [85].
    3 Actually, the following result is true for any difference between two connections (not only for small perturbations) that is compatible with some metric.

[^8]:    $\overline{4} \hat{g}^{P K} \hat{\nabla}_{P} \hat{\nabla}_{N} \varpi_{M K}=\hat{g}^{P K} \hat{\nabla}_{N} \hat{\nabla}_{P} \varpi_{M K}-\hat{g}^{S D} \hat{g}^{P K} \varpi_{S K} \hat{R}_{D M P N}+\hat{g}^{S D} \varpi_{M S} \hat{R}_{D N}$.
    5 Which is true whenever one assumes the gauge condition $\hat{g}^{M N} \varpi_{M N}=0$.

[^9]:    $\overline{6}$ There are also $\varpi^{M N} \hat{\nabla}_{M} \hat{\nabla}_{N} \delta A$ and $\varpi_{M N} \hat{g}^{M N} \hat{g}^{A B} \hat{\nabla}_{A} \hat{\nabla}_{B} \delta A$, which are either null $\left(\varpi_{M N} \hat{g}^{M N} \hat{g}^{A B} \hat{\nabla}_{A} \hat{\nabla}_{B} \delta A=0\right) \quad$ or contribute only as a boundary term $\left(\varpi^{M N} \hat{\nabla}_{M} \hat{\nabla}_{N} \delta A=\hat{\nabla}_{M}\left(\varpi^{M N} \hat{\nabla}_{N} \delta A\right)\right)$ in the transverse traceless gauge $\left(\hat{\nabla}^{M} \varpi_{M N}=\hat{g}^{M N} \varpi_{M N}=\right.$ $0)$ [69]. Therefore, one has a vanishing contribution from $\left(\partial_{\mu} \partial_{\nu}-\frac{1}{4} \omega_{\mu \nu} \omega^{\alpha \beta} \partial_{\alpha} \partial_{\beta}\right) \delta A$, i.e. the fluctuations of the scalar contributions are completely decoupled from the transverse traceless gravitational fluctuations, which is consistent with preliminary results in six-dimensional models [71].

[^10]:    8 Similarly, the stability analysis for models $I$ and $I I$ is more intricate, since the potential depends on both $\phi$ and $\zeta$.

[^11]:    $9 \quad$ This same strategy was employed by Ref. [71].

[^12]:    10 The solution is true for as long as $m \in \mathbb{R}$, otherwise, i.e. $m \in \mathbb{C}(\operatorname{Re}(m)=0)$, one would find $\frac{\cos (m r)}{r}$ instead of $\frac{e^{-m r}}{r}$.

[^13]:    11 Since coordinates can always be chosen such that $\tilde{f}=\tilde{A}$.
    12 Unless $\hat{f}=\hat{A}$, which is the case of trivial-like models.

[^14]:    13 With the intent of discarding the $\sin (n \varphi)$ terms.
    14 Because they do not generate any flux into the singularities at the boundaries of space.

[^15]:    17 Here one assumes that $B_{11}=0$ for simpler equations.

[^16]:    18 Which is outside the scope of the present manuscript.

[^17]:    1 Massive Klein-Gordon field could also be considered, but the results are similar to the massless case.

[^18]:    2 We neglect other intersecting-like models because of their lesser physical appeal.

[^19]:    3 The zero mode presents some degeneracies associated to the separation constant $k$.
    4 The equations that follow are simpler in the representation (4.30).

[^20]:    5 For the zero modes one does not need any refinement, Eqs. (4.51) and (4.52) can be solved as presented.

[^21]:    $\overline{6} \quad$ It is assumed that $\lambda>0$.

[^22]:    $\overline{7}$ With the exception of the zero mode that is constructed from Eq. (4.98) with $j=-1$.

[^23]:    $8 \quad$ It is assumed that a $>0$.
    9 This is true because the normalization in this coordinates involve $\cos ^{-2}\left(\frac{y}{2}\right)$ as an integration weight.
    10 To achieve Eq. (4.114) the integer $j$ was redefined to include -1 in its spectrum, thus $j \in$ $\{-1,0,1,2, \ldots\}$.
    11 The zero modes can be expressed by $\Psi=\left[\begin{array}{c}L \psi_{L}^{+} \\ 0 \\ 0 \\ 0\end{array}\right]$ or $\Psi=\left[\begin{array}{c}0 \\ 0 \\ 0 \\ L \psi_{R}^{-}\end{array}\right]$.

[^24]:    3 Dark is used here to describe physical fields that only exist in the bulk, and are not perceived directly by four dimensional observers.

[^25]:    4 Clarifying the notation, Greek indices $(\mu, \nu, \ldots)$ are valued in the set $\{0,1,2,3\}$, uppercase Latin indices $(M, N, \ldots)$ are valued in $\{0,1,2,3,4,5\}$, lowercase Latin indices $(m, n, i, j, \ldots)$ are valued in $\{4,5\}$ (and represent the bulk co-dimensions) and the labels $x^{4}=\theta$ and $x^{5}=y$, represent the choice of coordinates for the co-dimensions $\left(\mathbb{B}^{2}\right)$; finally, tensors when being referred to its (abstract) entirety will be in boldface, as $\boldsymbol{g}$, but its components will be cast in regular font, as $g_{\mu \nu}$.
    5 Alternatively, one could also consider a scalar field $\phi=\phi(y)$ as the localization mechanism [122].

[^26]:    11 Other values of $k$ necessarily imply in a massive mode.

[^27]:    12 It is assumed that the neutrinos masses do not contain a Majorana term.

[^28]:    13 A brief caveat is needed here: It is important that while $Q F$ is a "localized" function, $Q F^{-1}$ must diverge at infinity, which guarantees that the internal components of the six-dimensional spinors, i.e. $R_{+}$and $L_{-}$, are not-localized.

[^29]:    $\overline{1}$ For instance, if $k$ is non-positive one can find at most two massive gravitons.

[^30]:    $1 \quad$ For instance, when $n=l=1$ and $p=1 / 2$, it integrates to

    $$
    \frac{2 \pi \Gamma\left(\frac{9}{8}\right)^{2}}{\Gamma\left(\frac{13}{8}\right)^{2}}+\frac{33 \pi^{3}}{2^{8} \Gamma\left(\frac{7}{4}\right)^{4}}
    $$

