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Uns queriam uma vida mais amena; outros, apenas viver. 

Uns queriam pais mais esclarecidos; outros, apenas ter pais. 

Uns queriam ter olhos claros; outro, enxergar. 
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Integração Energética de Biorrefinarias de Cana-de-açúcar com Operação Multiperiódica 

 

Resumo 

 

O Brasil tem uma grande importância como produtor de biocombustíveis, especialmente na produção de 

etanol a partir de cana-de-açúcar. O bagaço, um subproduto das biorrefinarias de cana-de-açúcar, pode ser 

usado para gerar energia elétrica e produzir etanol de segunda geração. No entanto, as variações nos preços 

da energia elétrica e do etanol podem motivar variações nas condições operacionais do processo integrado da 

biorrefinaria, a qual produz etanol de primeira e segunda geração e energia elétrica. A rede de trocador de 

calor (RTC) de tal processo deve ser capaz de atender a essas variações. Este trabalho teve como objetivo a 

síntese de RTC multiperiódica em biorrefinarias de cana-de-açúcar. Nesta abordagem, cada período indica 

uma condição de processo e a RTC sintetizada é capaz de atender a essas diferentes condições de operação. 

Três estudos de caso industriais são considerados. O Estudo de Caso 1 (EC1) é uma biorrefinaria que produz 

etanol 1G/2G e energia elétrica, descartando a fração de pentoses. Nos Estudos de Caso 2 e 3, EC2 e EC3, o 

processo é semelhante, mas a fração de pentoses é usada para produzir etanol (EC2) ou biogás (EC3). Para 

cada biorrefinaria, foram considerados três períodos, que diferem na fração do bagaço desviada para a 

produção de etanol 2G. Em cada período, um problema de Programação Não Linear Inteira Mista (PNLIM) 

foi resolvido para minimizar o Custo Total Anualizado (CTA) e mecanismos de compartilhamento de tempo 

foram utilizados para integrar as RTCs de todos os períodos em uma RTC multiperiódica. Os problemas de 

otimização foram resolvidos em dois níveis usando três estratégias diferentes. Na primeira estratégia, uma 

adaptação do algoritmo Otimização por Enxame de Partículas foi usada em ambos os níveis. No entanto, as 

soluções por este método apresentaram pequenas melhorias de CTA em comparação com o processo 

comumente encontrado nas plantas brasileiras, onde já existe integração de energia entre algumas correntes 

de processo (chamado neste trabalho de processo com integração de projeto). Para lidar com esse problema, 

duas estratégias foram empregadas com metaheurísticas híbridas: Recozimento Simulado e Otimização por 

Fogos de Artificio; e Busca Tabu e Otimização por Enxame de Partículas. Para os processos com as RTCs 

multiperiódicas, estas duas últimas estratégias apresentaram reduções acima de 58% e 54% no CTA e na 

demanda de vapor, respectivamente, em comparação com processos sem integração de energia. Além disso, 

usando os métodos acima mencionados, as melhorias no CTA e na demanda de vapor para o processo com as 

RTCs multiperiódicas atingem valores acima de 44% e 41%, respectivamente, em relação aos processos com 

integração de projeto. Tais reduções na demanda de vapor permitem desviar mais bagaço para a produção de 

etanol de segunda geração. Além disso, a integração energética em biorrefinarias oferece melhor 

gerenciamento da energia e redução nos custos de operação e de capital. Assim, todas essas melhorias 

contribuem para o processo de produção de etanol 1G/2G e energia elétrica. 

 

Palavras-chave: Etanol 1G/2G. Síntese de Rede de Trocador de Calor. Otimização por Exame de Partículas. 

Recozimento Simulado. Otimização por Fogos de Artifício. Busca Tabu. 
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Energy Integration of Sugarcane Biorefineries with Multiperiod Operation 

 

Abstract 

 

Brazil has a great importance as biofuels producer, especially of ethanol from sugarcane. The bagasse, a by-

product of sugarcane biorefineries, can be used to generate electricity and produce second generation 

ethanol. However, variations in prices of electricity and ethanol may motivate variations in the operating 

conditions of the integrated biorefinery process, which produces first and second generation ethanol and 

bioelectricity. The heat exchanger network (HEN) of such a process must be able to meet these variations. 

This work aimed the synthesis of multiperiod HEN in sugarcane biorefineries. In this approach, each period 

indicates a process condition and the HEN synthesized is able to meet these different operating conditions. 

Three industrial case studies are considered. Case Study 1 (CS1) is a biorefinery that produces 1G/2G 

ethanol and electricity, disposing the pentoses fraction. In Case Studies 2 and 3, CS2 and CS3, the process is 

similar, but the pentoses fraction is used to produce ethanol (CS2) or biogas (CS3). For each biorefinery, 

three periods were considered, which differ in the bagasse fraction diverted to 2G ethanol production. In 

each period, a Mixed Integer Nonlinear Programming (MINLP) problem was solved to minimize the total 

annualized cost (TAC) and timesharing mechanisms were used to integrate the HENs of all periods into a 

multiperiod HEN. Optimization problems were solved at two levels using three different strategies. In the 

first strategy, an adapted Particle Swarm Optimization algorithm was used in both levels. However, the 

solutions by this method presented small TAC improvements compared to the process commonly found in 

Brazilian plants, where there is already energy integration among some process streams (called in this work 

of the process with project integration). To deal with this problem, two strategies were employed with hybrid 

metaheuristics: Simulated Annealing and Rocket Fireworks Optimization; and Tabu Search and Particle 

Swarm Optimization. For processes with the multiperiod HENs, these latter two strategies presented 

reductions above 58% and 54% in TAC and steam demand, respectively, compared to processes without 

energy integration. Also, using the aforementioned methods, improvements in TAC and steam demand for 

process with the multiperiod HENs reach values above 44% and 41%, respectively, in relation to processes 

with project integration. Such reductions in steam demand allow diverting more bagasse to produce second 

generation ethanol. In addition, energy integration in biorefineries provides improved energy management 

and reduced operating and capital costs. Thus, all these improvements contribute to 1G/2G ethanol and 

electricity production process. 

 

Keywords: Ethanol 1G/2G. Synthesis of Heat Exchanger Network. Particle Swarm Optimization. Simulated 

Annealing. Rocket Firework Optimization. Tabu Search. 
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1 Chapter 1 

Introduction and Justification 

 

Concern with better use of energy began during the 1970s-1980s oil crises. During that 

period, actions aiming diversification of energy matrix, conservation and better use of natural 

resources were performed. Brazil is the second largest producer of ethanol in the world, behind only 

the United States of America. In Brazil, ethanol is mostly produced from sugarcane juice, in a process 

known as first generation ethanol (1G) production process. In sugarcane plants, the bagasse is used to 

produce electricity and steam in order to ensure the energy self-sufficiency of the process and, 

sometimes, sell the electricity surplus. Sugarcane bagasse can also be used in second generation 

ethanol (2G) production. However, it is not yet a consolidated technology and requires studies to 

propose improvements, which allow making the integrated production of 1G/2G ethanol more 

sustainable and economical. 

In chemical processes, an efficient alternative to save energy is the exchange of thermal 

energy among process streams by synthesis of heat exchanger networks (HENs). However, prices of 

electricity and ethanol vary according to market demand, which implies changing operating conditions 

of the plant, as well as utilities consumption. Thus, the HEN synthesized should be able to meet 

different operating conditions. To deal with this problem, a common practice is to synthesize a HEN 

with multiple periods. In a multiperiod HEN, each period represents a different process condition and 

the HEN synthesized is able to operate in these established conditions. In this sense, Chapter 2 

presents a brief literature review about multiperiod HENs and mathematical methods for solving such 

problems.  

This work includes industrial case studies of energy integration in sugarcane biorefineries 

by HEN synthesis with multiple operation periods. The case studies differ in the disposal of pentose 

fraction or in the use of this fraction to produce ethanol or biogas. For each biorefinery case study, 

three periods were considered. In each period, a different bagasse fraction is diverted to second 

generation ethanol section. This fraction determines the number of streams involved in energy 
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integration and the flow rates of some streams. A Mixed Integer Nonlinear Programming (MINLP) 

problem formulation was solved for each period, separately. To integrate the HENs of all periods into 

a single HEN, timesharing mechanisms were employed. This approach suits to requirements of 

biorefineries, since it does not require the duration of periods and the number of transitions from one 

operating condition to another in order to synthetize the multiperiod HEN, which may be difficult to 

specify. MINLP problems were solved at two levels of optimization using meta-heuristic methods. 

This approach consists in solving the problem at the upper level for integer variables and at the lower 

level for continuous variables. Different strategies were used to solve the optimization problems. In 

Chapter 3, an adapted Particle Swarm Optimization (PSO) algorithm was used for integer and 

continuous variables in a case study of energy integration in a sugarcane biorefinery. However, 

marginal improvements were achieved using that method compared to the process already existing in 

Brazilian plants. Two other strategies applying hybrid meta-heuristic methods were employed. In 

Chapter 4, a case study of energy integration in a biorefinery was solved by the hybridization of 

Simulated Annealing (SA) and Rocket Fireworks Optimization (RFO). The latter combines two 

algorithms, SA and PSO. In Chapter 5, three case studies of energy integration in biorefineries using 

the hybridization of Tabu Search (TS) and Particle Swarm Optimization (PSO) were presented. The 

hybrid approaches, SA-RFO and TS-PSO, are recent strategies that can be used for problems of large-

scale HEN synthesis. Chapters 3, 4 and 5 are chapters structured each as full (i.e., each chapter has 

abstract, introduction, methodology, results and discussion and conclusion sections).Finally, in 

Chapter 6, the conclusions of this study and the suggestions for future works are presented, 

respectively. It is important to highlight that the synthesis of HENs in biorefineries has as one of the 

main goals to reduce steam consumption by the process. Thus, less bagasse needs to be burned to 

generate steam and the surplus can be diverted to 2G ethanol or electricity production, depending on 

the demand. However, other goals associated to energy integration, such as energy security and 

reduced consumption of environmental resources and waste generation, are very important. Therefore, 

all improvements provided by energy integration contribute to catalyze the viability of second 

generation ethanol production. 
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2 Chapter 2 

Literature Review 

 

2.1 Introduction 

 

Energy integration is a process integration technique that matches hot and cold streams, 

by heat exchanger network (HEN) synthesis. For a given set of hot and cold streams, energy 

integration techniques find the best combination among these streams aiming at the lowest cost for the 

process. Depending on the method employed for energy integration, the cost includes only operating 

cost or operating and capital costs, as well as other costs (e.g., piping costs). For energy integration, it 

is necessary to know thermal loads (or heat capacity), the inlet and outlet temperatures and heat 

transfer convective coefficients of all streams, cost of heat exchanger units, cost of utilities and their 

heat transfer convective coefficients. In the literature, important review papers of the state of the art 

for HEN synthesis can be cited, such as Gundersen and Naess (1988), Grossmann, Caballero and 

Yeomans (2000), Furman and Sahinidis (2002), Morar and Agachi (2010), Klemeš and Kravanja 

(2013) and Klemeš, Varbanova and Kravanja (2013), as well as books ‘Chemical Process Design and 

Integration’ (SMITH, 2014), ‘Redes de cambiadores de calor’ (RAVAGNANI; CABALLERO 

SUÁREZ, 2012), ‘Energy Optimization in Process Systems and Fuel Cells’ (SIENIUTYCZ; 

JEŻOWSKI, 2013) and ‘Handbook of Process Integration (PI)’ (PARDALOS; DU, 1998). In general, 

the methods for HEN synthesis can be classified into two groups: sequential and simultaneous.  

Sequential techniques subdivide the problem into subproblems to reduce complexity and 

include methods that use thermodynamic concepts (e.g., Pinch Analysis) and mathematical 

programming methods. Pinch Analysis is a well-known methodology for energy integration, which is 

simply and easy to apply. However, HEN should be synthesized manually by the designer or with the 

help of some available pieces of software, which can be an advantage or disadvantage, depending on 

the knowledge level of the designer. Although the Pinch Analysis is easy to apply, the HEN 

synthesized does not guarantee the minimization of the total annualized cost (TAC), since the 
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minimization of the energy demand is not performed simultaneously to the investment cost of HEN. 

That technique provides tools that allow verifying the energy flow inside the process and identifying 

the more economical way to recover energy by means of concepts such as determination of the 

minimum utility demand, Pinch temperature, the minimum number of units for HEN and the minimum 

average area of heat transfer. For applying the technique, the minimum temperature difference 

between a hot and a cold stream should be specified. It has influence on operating and capital costs. In 

other words, for a given minimum temperature difference, a minimum utility demand is achieved and 

the HEN synthesized should meet this energy demand. 

Sequential techniques for energy integration also include mathematical programming 

methods. Papoulias and Grossmann (1983) introduced concepts of the sequential approach for the 

HEN synthesis using mathematical programming. The methodology consists in separately solving 

three optimization problems: the minimization of operating cost (giving rise to a Linear Programming, 

LP, formulation), the minimization of the number of units of heat transfer (formulated as a Mixed 

Integer Linear Programming, MILP) and the minimization of the investment cost (formulated as a 

Non-Linear Programming, NLP). This strategy decreases the complexity of the problem and relatively 

large problems can be solved with minor computational effort. However, since different costs 

associated to HEN synthesis are not optimized simultaneously, suboptimal solutions can be obtained. 

Studies on sequential techniques have produced great advances for energy integration area.  

In simultaneous techniques all variables of the problem are optimized in a single step. For 

this approach, the problem is usually formulated using a superstructure that contains different possible 

combinations for heat transfer among streams. Thus, a Mixed Integer Nonlinear Programming 

(MINLP) problem is solved, where operating and capital costs are minimized simultaneously. Such 

strategy makes it possible to find better solutions, but it requires more computational effort given the 

nonlinearities and non-convexities present in its mathematical formulation. 

This chapter is organized as follows. Section 2.2 provides a literature review on 

multiperiod HENs. Section 2.3 presents mathematical methods for solving optimization problems in 

HEN synthesis area. It is important to mention that this chapter aims to provide a brief review on 

applications of the multiperiod HEN. Concepts and more detailed description of sequential and 
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simultaneous techniques, as well as advances on these approaches, can be found in the references cited 

previously.  

 

2.2 Multiperiod HEN 

 

The synthesis of networks of heat exchanger is an area that has been explored since the 

1970s. However, many of the contributions presented do not consider oscillations in the process, 

which may occur due to changes in environmental conditions, quality of raw materials or the products, 

market demand and disturbances in the process. To circumvent this problem, methodologies for the 

flexible HEN synthesis have been developed, which allow changes in some parameters of the process. 

One of the more common approaches to deal with variations in the process is to design a multiperiod 

HEN, which can operate under various established conditions. These operating conditions are 

denominated periods and can present changes in temperature, heat capacity, heat transfer convective 

coefficient or/and number of streams. It is important to mention that the flexibility concept is broader, 

since this concept involves other approaches for the HEN synthesis under uncertainty, such as 

identification of critical values of uncertain parameters (PINTARIČ; KRAVANJA, 2008), sensitivity 

analysis for identification of uncertain parameters (PINTARIČ; KASAŠ; KRAVANJA, 2013) and 

measurement of flexibility degree by resilient (SABOO; MORARI; WOODCOCK, 1985) and 

flexibility indexes (SWANEY; GROSSMANN, 1985). Sequential or simultaneous techniques can be 

used to solve problems of the multiperiod HEN synthesis.  

The synthesis of a multiperiod HEN using the Pinch Analysis, a sequential approach, was 

performed by Ravagnani and Modenes (1996). In this study, a procedure was proposed to evaluate the 

flexibility of HENs that operate with multiple conditions. Silva (1995) also presented a sequential 

methodology for the multiperiod HEN synthesis using the Pinch Analysis. In the first step, a HEN is 

designed for each period. After, all HENs are analyzed and a new configuration that meets those 

established conditions is proposed.  

The sequential approach using mathematical programming for the multiperiod HEN 

synthesis was presented by Floudas and Grossmann (1986). These authors proposed an extension of 
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the single-period model of Papoulias and Grossmann (1983), aiming to obtain the minimum cost of 

utility and the minimum number of heat transfer units in each period. Later, the automatic generation 

of the minimum HEN cost for a multiperiod model was developed by Floudas and Grossmann (1987), 

based on the single-period NLP model of Floudas, Ciric and Grossmann (1986). 

Konukman, Çamurdan and Akman (2002) performed the synthesis of HEN 

configurations, which remains viable to changes in inlet temperatures of streams, ensuring a minimum 

total utility consumption. The objective function minimizes the total utility cost, which is solved for 

different flexibility levels. Thus, for each flexibility level, a total minimum utility demand and one or 

more HEN structures are obtained. Since that work is restricted to determining the HEN configuration, 

the designer should choose the best HEN according to investment cost, controllability and/or 

operability. 

In order to reduce costs in the plant, many processes use more than one hot and cold 

utility. In this context, a MILP formulation was presented by Marechal and Kalitventzeff (2003) for 

solving the multiperiod HEN problem with a utility system. The proposed methodology incorporates 

models to select and to guide the choice of the best strategy for the utility system. Later, El-Temtamy 

and Gabr (2012) used the MILP model of Floudas and Grossmann (1986) for the multiperiod HEN 

synthesis and applied it to a case study of the literature in order to discuss alternatives for the HEN 

configuration achieved by random iteration runs.  

Recently, Mian, Martelli and Maréchal (2016a) proposed a multiperiod HEN approach 

including selection, design and scheduling of multiple utilities. The problem was solved by a 

sequential procedure. In the first step the optimal selection of utilities, the installation capacity and the 

installed capacity required for each period are established. In the second stage, the number of heat 

transfer units is calculated for that given utility demand. In the third step, the investment cost is 

minimized. The same authors (2016b) extended that approach to utility systems including storages. 

More lately, Miranda et al. (2017) presented a strategy for the multiperiod HEN synthesis 

via sequential mathematical programming based on models of Floudas and Grossmann (1986 and 

1987). This strategy includes new bypass streams and an improvement in the model, which allowed 

better solution than those achieved in the literature. 
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The multiperiod HEN synthesis can also be treated as an MINLP problem, in which 

utility and capital costs for all periods are minimized simultaneously. Aaltola (2002) introduced the 

simultaneous approach to the multiperiod HEN problems from extension of single-period MINLP 

model of Yee and Grossmann (1990). This model has some simplifications, such as elimination of 

bypasses and assumptions of average areas required by the units of all periods and isothermal mixing. 

These simplifications reduce the complexity of the optimization problem, but capital costs would be 

slightly underestimated. To deal partially with those limitations, a search algorithm involving LP and 

NLP models was applied by those authors.  

Chen and Hung (2004) proposed a methodology of three stages for HENs under 

uncertainty: simultaneous HEN synthesis, flexibility analysis and removal of infeasible HENs. The 

approach is based on the model presented by Aaltola (2002). Those authors introduced the concept of 

the maximum area from a discontinuous maximization function. Although this approach allows better 

solutions, the maximization function added to the problem can result in higher computational cost and 

problems of convergence. 

Verheyen and Zhang (2006) modified the model of Aaltola (2002) by removing 

assumptions of isothermal mixture and average area. In this strategy, the term of average area is 

replaced by a term of maximum area (i.e., maximum areas required by heat transfer units that involve 

the same streams in more than one period) and nonlinear constraints are enabled. This approach allows 

more realistic solutions. However, since nonlinear terms are present in the set of constraints, the 

problem is more complex and difficult to solve.  

The previous works reported for the multiperiod HEN synthesis via simultaneous 

techniques used deterministic algorithms. Recently, stochastic optimization algorithms have been used 

in the HEN synthesis with multiple operating conditions. Ma et al. (2008) presented a new strategy in 

two steps. In the first step, a diagram of temperature and enthalpy is used for the HEN synthesis of 

each operation period. So, a multiperiod HEN that includes all matches among periods found in the 

previous step is synthesized. After, a subsequent optimization in the heat transfer area of that HEN is 

performed. For the multiperiod HEN synthesis, Genetic Algorithm (GA) and Simulated Annealing 

(SA) were used. Perhaps, that work was one of the first to use a hybrid meta-heuristic method for the 
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multiperiod HEN synthesis. According to the authors, the proposed method allows reducing the size 

and the complexity of the problem compared to formulations of Aaltola (2002) and Verheyen and 

Zhang (2006). More recently, Ahmad et al. (2012) performed the synthesis of the multiperiod HEN in 

an industrial case study using the meta-heuristic Simulated Annealing (SA). 

The duration of periods influences the design of the multiperiod HEN, which can be 

unviable due to unexpected changes in operating conditions  (i.e., the energy demand cannot be met by 

the HEN design). However, it is difficult to define the duration of periods. To circumvent the issue of 

the unequal durations of periods, Isafiade and Fraser (2010) used the concept of maximum area in the 

model and compared a case study for HEN synthesis with equal and unequal duration of periods. 

Isafiade et al. (2015) proposed a procedure in two stages to reduce the computational cost 

of the multiperiod HEN problems. In the first stage, the best matches of hot and cold streams are 

identified varying the minimum temperature approximation in heat exchangers and the number of 

stages in the superstructure. In the second stage, a reduced MINLP model is formulated from the 

previous matches for a fixed number of stages. This strategy facilitates the search for good solutions.  

Recently, Kang, Liu and Wu (2016) presented two approaches for solving the HEN 

synthesis problem using the features of periods. In the first approach, the single-period problem that 

has the longest duration is solved and the HEN configuration achieved for that problem is used to 

solve the multiperiod HEN problem. For cases with similar duration of periods, the devices commonly 

found among single-period HENs are used in the multiperiod HEN synthesis. 

Isafiade and Short (2016a) presented a procedure to deal with duration of periods and 

number of transitions from one operating condition to another. In this procedure, single-period MINLP 

problems are solved separately and used to initialize the multiperiod HEN configuration. So, the HEN 

provided in the previous step is redesigned and evaluated to meet unexpected changes in operating 

conditions and their transitions among periods. After, Pavão et al. (2018a) adapted meta-heuristic 

method of Simulated Annealing (SA) and Rocket Fireworks Optimization (RFO) for the HEN 

synthesis in single-period problems to deal with multiple periods. The authors included a post-stage of 

stochastic optimization to improve the results.  

Studies about the HEN retrofit have been mainly focused on the adaptation of single-
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period HENs (i.e., HENs with fixed process conditions). In this sense, Kang and Liu (2014) presented 

a methodology of matching heat transfer areas for the HEN retrofit. This purpose aims to avoid idle 

area in existing devices through the reverse order procedure (i.e., procedure for rematching the 

existing device areas with the required device areas). Afterwards, based on that method, Kang and Liu 

(2015) proposed three correspondence strategies to minimize the investment cost for the retrofit of the 

multiperiod HEN. In these strategies, substitution and addition of heat exchangers and addition of heat 

transfer area are performed.  

Short et al. (2016) approached the synthesis of multiperiod HEN including details of heat 

exchangers, based on the model of Verheyen and Zhang (2006). Correction factors are included into the 

objective function, which consider features of the real design. However, that approach uses heuristics, 

and so it requires experience of the designer to synthesize devices that operate under all periods. When 

this is not possible, extra heat exchangers are designed for periods that cannot be satisfied.  

Lately, Isafiade and Short (2016b) studied the use of alternative energy sources as 

utilities. The authors evaluated renewable and non-renewable sources of utilities, such as biomass, 

coal, solar and wind power, for the multiperiod HEN problems evaluating economics and 

environmental impacts.  

Traditional multiperiod HEN designs can be improved with timesharing schemes (i.e., a 

heat exchanger can be used for different pairs of streams among periods). This strategy avoids 

overestimating the capital costs, a common problem when the maximum area approach is used in the 

objective function. Using this approach, Sadeli and Chang (2012) extended the model of Verheyen and 

Zhang (2006) by adding a set of timesharing heuristics. Recently, Jiang and Chang (2013) presented 

an approach for the multiperiod HEN, which involves solving the problem for each period separately 

and using the timesharing mechanisms to integrate all HENs of individual periods into one. This 

strategy allows designing a multiperiod HEN without defining the duration of periods and the number 

of transitions from one operating condition to another. Since the problems of each period are solved 

individually, the computational cost is reduced. Note that although the capital and investment costs are 

minimized simultaneously in the objective function, the approach presented by Jiang and Chang 

(2013) is a sequential technique, since the optimization problems are solved individually. Later, Jiang 
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and Chang (2015) compared two strategies for the multiperiod HEN using timesharing scheme, which 

allowed saving capital costs. That scheme was also applied by Miranda et al. (2016) in three case 

studies. The authors corrected inconsistences of the literature and obtained better results. More 

recently, Pavão et al. (2018b) presented an approach to synthesize HENs with multiple operating 

cycles using those timesharing mechanisms and a post-stage of stochastic optimization to reduce costs. 

In that work, two strategies to achieve solutions for HEN problems were used before applying such 

switching mechanisms.  

 

2.3 Mathematical methods 

 

This section is restricted to mathematical methods used to solve HEN problems via 

MINLP models, since these problems are often non-convex, nonlinear and complex. Grossmann and 

Kravanja (1997), Grossmann (2002), Behera, Sahoo and Pati (2015), and Boukouvala, Misener and 

Floudas (2016) presented important reviews on techniques that can be used for these problems. 

Many advances have been achieved in the optimization area to deal with large-scale 

MINLP problems. The most common deterministic algorithms used in HEN problems are Generalized 

Benders Decomposition (GEOFFRION, 1972), Branch and Bound (LAND; DOIG, 1960), Outer-

Approximation/Equality-Relaxation (DURAN; GROSSMANN, 1986) and Extended Cutting Plane 

(WESTERLUND; PETTERSSON, 1995). Some of these methods are found in solvers available in 

commercial computational pieces of software (e.g., CPLEX, BARON and DICOPT ++ are solvers that 

include those methods and are integrated to the commercial program ‘GAMS modelling 

environment’). However, the computational burden to solve HEN problems by deterministic methods 

increases considerably with the size of the problem and the solution can be stuck to local minima. 

To attack the problems mentioned, meta-heuristic methods have been widely used for the 

HEN synthesis. Examples of meta-heuristic algorithms applied to these problems are Particle Swarm 

Optimization (SILVA; RAVAGNANI; BISCAIA, 2008), Genetic Algorithm (BOCHENEK; 

JEŻOWSKI, 2006), Simulated Annealing (AHMAD et al., 2012) and Tabu Search (LIN; MILLER, 

2004). These methods are important approaches for solving large-scale HEN problems. In general, 
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they avoid getting stuck in local minima and obtain better results to complex problems when 

compared to purely deterministic methods (RAVAGNANI; CABALLERO SUÁREZ, 2012). 

However, meta-heuristic algorithms require a large number of evaluations of the objective function, 

and so a long processing time until termination criterion is met. A recent review about meta-heuristic 

techniques applied to the HEN synthesis was performed by Toimil and Gómez (2017). 

An alternative approach to solve HEN synthesis is using hybrid methods, in which the 

problem is divided into two levels. The problem is solved for integer variables at the upper level and 

for continuous variables at the lower level. Since the problem is divided in two levels, promising 

results can be achieved with less computational effort. Hybrid strategies using the same algorithm to 

both levels were employed in the HEN synthesis with Genetic Algorithm (GA) (LEWIN, 1998), 

Differential Evolution (DE) (YERRAMSETTY; MURTY, 2008) and Chaotic Ant Swarm (CAS) 

(ZHANG; CUI; PENG, 2016) algorithms. The hybridization between a meta-heuristic and a 

deterministic method was applied combining Harmonic Search (HS) and Sequential Quadratic 

Programming (SQP) (KHORASANY; FESANGHARY, 2009), Tabu Search (TS) and Sequential 

Quadratic Programming (SQP) (CHEN et al., 2008), Variable Neighborhood Search (VNS) and 

Sequential Quadratic Programming (SQP) (MARTELLI; MIAN; MARÉCHAL, 2015). Hybrid 

approaches using meta-heuristic methods in both levels were performed with Genetic Algorithm (GA) 

and Particle Swarm Optimization (PSO) (PAVÃO; COSTA; RAVAGNANI, 2016), Simulated 

Annealing (SA) and Particle Swarm Optimization (PSO) (PAVÃO; COSTA; RAVAGNANI, 2017) 

and Simulated Annealing (SA) and Rocket Fireworks Optimization (RFO) (PAVÃO et al., 2017). It is 

important to mention that large-scale HEN synthesis problems are more complex due to number of 

variables of the problem, so hybrid meta-heuristic methods are good options for these problems.  

 

2.4 Conclusion 

 

In order to reduce impacts of renewable and non-renewable energy consumption, the 

development of process integration techniques that bring economic and environmental benefits is 

performed. Process integration by HEN synthesis allows reducing energy consumption, as well as 
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their associated costs. Thus, studies about models and mathematical methods allow advances in 

research area and improvements to industrial processes. Regarding multiperiod HEN synthesis, one of 

the first approaches was the use of Pinch Analysis. Although Pinch technique allows good results, the 

investment costs are not minimized simultaneously. Besides, the procedure for HEN synthesis can be 

exhaustive when the number of streams is large, since the HEN is designed manually for each 

operation period and, later, for the multiperiod HEN. Sequential techniques via mathematical 

programing are an interesting strategy for large problems of multiperiod HEN synthesis, because they 

allow obtaining good solutions with minor computational effort. In those techniques, the problems are 

solved separately (i.e., the complexity of the problem is reduced), but different costs associated to 

HENs are not optimized simultaneously. In simultaneous methods, operating and capital costs of all 

operation periods are minimized in a single step. For this reason, the larger the HEN synthesis 

problem, the larger is the complexity of the problem. Consequently, robust mathematical methods are 

required. Thus, the best option to solve HEN synthesis problems depends on several factors, such as 

the purpose of study, the size of the problem and the mathematical methods available. Moreover, few 

applications of HEN synthesis in real problems are found in the literature. In most cases, 

methodologies are proposed and applied in small-scale benchmark problems, which do not represent 

real plants. In addition, the literature demonstrates success in applications of multiperiod HEN 

synthesis for small-scale problems, but few applications of multiperiod HEN synthesis for large-scale 

problems are known.  
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3 Chapter 3 

Energy Integration of a Sugarcane Biorefinery using Particle Swarm Optimization 

 

This chapter presents the synthesis of heat exchanger network (HEN) for one industrial 

case study of biorefinery using an adapted Particle Swarm Optimization (PSO) algorithm. The Particle 

Swarm Optimization method has been already used in other works of HEN synthesis and presented 

good results (SILVA; RAVAGNANI; BISCAIA, 2008; SILVA et al., 2010). For this reason, the meta-

heuristic method PSO was chosen in this study as the first mathematical approach to solve HEN 

problems in the case study of biorefinery. The equations of the model and the mathematical method 

were written in C ++ language. Preliminary tests were performed using literature examples for the 

validation of this approach. Although those examples have achieved solutions with quality equivalent 

to the literature, they are not showed in this thesis, since similar studies have already demonstrated the 

success of PSO (SILVA; RAVAGNANI; BISCAIA, 2008; SILVA et al., 2010). The results of this 

approach are presented in the following text entitled “Energy Integration of a Sugarcane Biorefinery 

using Particle Swarm Optimization”. It was structured into five main topics: introduction; approach for 

solving the multiperiod HEN problem; biorefinery description and data of case study; results and 

discussions; and conclusion.     
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Abstract 

Energy integration in a sugarcane biorefinery allows reducing the steam consumption in the plant and, 

consequently, more bagasse is available to be processed into second generation ethanol. However, 

sugarcane plants can vary the production of ethanol and electricity depending on the demand. This 

study presents the energy integration of a sugarcane biorefinery by multiperiod Mixed Integer 

Nonlinear Programming (MINLP). The periods indicate different process conditions and differ in the 

bagasse fractions diverted to the second generation ethanol section and to the cogeneration system. To 

reduce the complexity of heat exchanger network (HEN) synthesis for all periods, an MINLP model 

was solved for each period, separately. Later, a timesharing scheme was used for the automatic 

integration of heat exchanger networks obtained in each period. For solving the MINLP problem, an 

adapted Particle Swarm Optimization (PSO) algorithm was used. The results demonstrated reductions 

in TAC (Total Annualized Cost) of HEN proposed in this work compared to the process without any 

energy integration. However, that saving is small when compared to the process with project energy 

integration (i.e., process commonly found in Brazilian plants).  

Keyword: Sugarcane Biorefinery, Second generation ethanol, Multiperiod Heat Exchanger Network, 

Mixed Integer Nonlinear Programming, Particle Swarm Optimization. 

 

3.1 Introduction 

 

Sugarcane plants in Brazil have great importance in world market of ethanol production, 

as well in sugar production. So, large amounts of bagasse are generated in those industries. In the last 
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decades studies have presented the use of sugarcane bagasse in second generation (2G) ethanol 

production, such as evaluation of pretreatments for bagasse (CARDONA; QUINTERO; PAZ, 2010; 

ZHOU et al., 2016); bagasse hydrolysis using acid (RODRÍGUEZ-CHONG et al., 2004; KUMAR et 

al., 2015) and enzymes (SANTOS et al., 2017); fermentation of bagasse hydrolyzed by Mucor e 

Fusarium (UENG; GONG, 1982), Pichia stipites (ROBERTO et al., 1991) and Saccharomyces 

cerevisiae (MARTÍN et al., 2002; SINGH et al., 2013); simulations of first and second generation 

ethanol process (DIAS et al., 2013a,b); evaluation of technical configurations for bioenergy 

production with sugarcane bagasse (DANTAS; LEGEY; MAZZONE, 2013); and studies about 

process flexibility in second generation ethanol and electricity production (FURLAN et al., 2013). In 

this context, the sugarcane biorefinery concept is introduced, which refers to the production of 

different products and by-products (sugar, 1G/2G ethanol and electricity) from the main raw material 

(sugarcane). The current efforts to turn 2G ethanol viable have, among other goals, the increase in 

energy security and the decrease in environmental resources consumption, since 2G ethanol turns 

possible increasing the production of this biofuel without increasing the cultivated land area. However, 

2G ethanol technology is still not consolidated and requires studies to allow the integrated first and 

second generation ethanol production to be more sustainable and economic. 

Process integration techniques provide increased productivity, improved energy 

management and reduced operating and capital costs. Energy integration is one of the process 

integration techniques and one of its fundamental tasks is the synthesis of the heat exchanger network 

(HEN). In general, the methods for HEN synthesis can be classified into two groups: sequential and 

simultaneous. 

The first group subdivides the problem into subproblems to reduce complexity and 

include methods that use thermodynamic concepts and mathematical programming. The methods that 

uses thermodynamic principles and heuristic rules allowed the development of Pinch Analysis in  

1970s (FLOWER; LINNHOFF, 1979; CERDA et al., 1983; LINNHOFF; HINDMARSH, 1983). 

Pinch Analysis uses thermodynamic concepts to improve energy efficiency through the minimization 

of utilities demand to a given minimum temperature difference between a hot and a cold stream. The 

HEN is synthesized by the designer to meet that energy demand. In methods that use sequential 
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mathematical programming, three optimization problems are solved separately: minimization of 

operating cost (Linear Programming formulation, LP), number of units of heat transfer (Mixed Integer 

Linear Programming, MILP) and investment cost (Non-Linear Programming, NLP). This strategy 

decreases the complexity of the entire task, so that relatively large problems can be solved with less 

effort and good solutions can be achieved. However, since different costs associated to HEN synthesis 

are not optimized simultaneously, suboptimal solutions can be obtained. The second group, 

simultaneous methods, considers all constraints and costs (both operating and capital costs) 

simultaneously through a Mixed Integer Nonlinear Programming (MINLP) problem. This strategy 

makes it possible to find better solutions, but it requires more computational effort. 

Energy integration in the sugarcane biorefinery has as one of main goals the minimization 

the utility consumption. However, in a flexible plant, ethanol and electricity production can vary, 

according to variations in the prices of such products. Thus, the HEN synthetized should be able to 

meet different operating conditions.  

Energy integration studies have been performed with processes of 1G ethanol and sugar 

production from sugarcane (PINA et al., 2014, 2015); 1G ethanol production from corn (BRUNET et 

al., 2015); 2G ethanol production from the straw (KRAVANJA; MODARRESI; FRIEDL, 2013); and 

1G/2G ethanol production from sugarcane (OLIVEIRA; CRUZ; COSTA, 2016). However, these 

studies used the sequential technique Pinch Analysis and considered one single-period of operation 

(i.e., HEN is rigid and cannot operate under more than one operating condition).  

Collaborations under flexible HENs include methodologies to design HENs that operate 

in more than one operating condition, which are called the multiperiod HEN. Techniques applied to 

HEN synthesis with multiple operations can be sequential or simultaneous. Floudas and Grossmann 

(1986) presented an MILP formulation for HEN synthesis with multiperiod operations. Afterwards, 

the automatic HEN costs for a multiperiod model was developed by Floudas and Grossmann (1987), 

based on the NLP model for single-period of Floudas, Ciric and Grossmann (1986). The simultaneous 

approach of the multiperiod HEN synthesis was introduced by Aaltola (2002) from the extension of 

the MINLP model of Yee and Grossmann (1990).  

In this work, a multiperiod approach was used for the HEN synthesis in a sugarcane 
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biorefinery that produces 1G/2G anhydrous ethanol and electricity. The periods differ essentially in the 

bagasse fraction diverted to second generation ethanol production. This fraction is responsible for changing 

the flow rates of many streams in the integrated process. This paper is organized as follows. Section 3.2 

presents the approach for solving the multiperiod HEN problem, including superstructure, HEN model 

equations, mathematical algorithm, timesharing mechanisms to integrate the HENs of all periods and 

procedure for solving the multiperiod HEN problem. Section 3.3 describes the process of 1G/2G anhydrous 

ethanol and electricity production process in the sugarcane biorefinery, as well as the streams data in each 

period for the case study and the costs of utilities and of HEN applied to the Brazilian sugarcane industry. 

Sections 3.4 and 3.5 present results and discussion and main conclusions of this study, respectively.   

 

3.2 Approach for solving the multiperiod HEN problem 

 

In order to reduce the complexity of HEN synthesis for all periods, an MINLP model is 

solved for each period, separately. In addition, the presence of process streams with phase change 

makes the HEN synthesis problems even more difficult to solve since it requires extra constraints. A 

usual approach in HEN synthesis problems in which latent heat is present is to consider latent heat as 

equivalent to a large heat capacity over a small temperature difference (usually equal to 1.0 K). More 

assumptions includes constant specific heat capacities, constant heat transfer convective coefficients, 

counter-flow heat exchangers, nonisothermal mixing, non-consideration of fouling and pressure drop 

effects and non-inclusion of piping costs in the TAC function. These approaches were used in this 

study to simplify the calculations. In each period, an adapted Particle Swarm Optimization algorithm 

is used to solve the MINLP optimization model. To integrate the HENs of all periods into one, 

timesharing mechanisms presented by Jiang and Chang (2013) were used.  

 

3.2.1 Superstructure 

 

The superstructure used in this study is based on the superstructure of Yee and 

Grossmann (1990), but the original assumption of isothermal mixing is not here adopted. A 
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superstructure with two hot streams, two cold streams and two stages is shown in Fig. 3.1. 

 

 

 

Figure 3.1. Superstructure of Yee and Grossmann (YEE; GROSSMANN, 1990) with two stages, two hot and two 

cold streams. 

 

3.2.2 Model equations 

 

Objective function 

 

𝑚𝑖𝑛: 𝐶total = ∑ 𝑄𝑐𝑢𝑖  . 𝑐𝑐𝑢

𝑖

+ ∑ 𝑄ℎ𝑢𝑗 . 𝑐ℎ𝑢

𝑗

+ ∑ ∑ ∑ 𝑧𝑖,𝑗,𝑘 ∙ (𝑎 +

𝑘𝑗𝑖

𝑏 ∙ 𝐴𝑖,𝑗,𝑘
𝑐)

+ ∑ 𝑧𝑐𝑢𝑖 ∙ (𝑎 + 𝑏 ∙ 𝐴𝑐𝑢𝑖
𝑐)

𝑖

+ ∑ 𝑧ℎ𝑢𝑗 ∙ (𝑎 + 𝑏 ∙ 𝐴ℎ𝑢𝑗
𝑐), 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆

𝑗

 

(3.1) 

 

Energy balance in mixers 

 𝑇ℎ𝑚𝑖𝑥𝑖,1 = 𝑇ℎ𝑖
0, 𝑖 ∈ 𝑁𝐻 (3.2) 

 

 𝑇𝑐𝑚𝑖𝑥𝑗,𝐾+1 = 𝑇𝑐𝑖
0, 𝑗 ∈ 𝑁𝐶  (3.3) 

 

 𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 = 𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 −
∑ 𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘𝑗∈𝑁𝐶

𝐶𝑃ℎ𝑖
, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.4) 
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 𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 = 𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 +
∑ 𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘𝑖∈𝑁𝐻

𝐶𝑃𝑐𝑗
, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆  (3.5) 

 

Energy balance in heat exchangers  

 𝑇ℎ𝑖𝑛𝑖,𝑗,𝑘 = 𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.6) 

 

 𝑇𝑐𝑖𝑛𝑖,𝑗,𝑘 = 𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.7) 

 

 𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 = 𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 −
𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘

𝐹ℎ𝑖,𝑗,𝑘  𝐶𝑃ℎ𝑖
, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.8) 

 

 𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 = 𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 +
𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘

𝐹𝑐𝑖,𝑗,𝑘  𝐶𝑃𝑐𝑗
, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.9) 

 

Energy balance for utilities 

 𝑄𝑐𝑢𝑖 = 𝐶𝑃ℎ𝑖  (𝑇ℎ𝑖
0 − 𝑇ℎ𝑖

𝑓𝑖𝑛𝑎𝑙
) − ∑ ∑ 𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆

𝑗𝑘

 (3.10) 

 

 𝑄ℎ𝑢𝑗 = 𝐶𝑃𝑐𝑗 (𝑇𝑐𝑗
𝑓𝑖𝑛𝑎𝑙

− 𝑇𝑐𝑗
0) − ∑ ∑ 𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘 , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆

𝑖𝑘

 (3.11) 

 

If Qcui is different from zero, then ycui = 1, otherwise ycui = 0. If Qhuj is different from 

zero, then yhuj = 1, otherwise yhuj = 0. 

 

 𝑇ℎ𝑐𝑢𝑖𝑛𝑖 =  𝑇ℎ𝑚𝑖𝑥𝑖,𝐾+1, 𝑖 ∈ 𝑁𝐻 (3.12) 

 

 𝑇𝑐ℎ𝑢𝑖𝑛𝑗 =  𝑇𝑐𝑚𝑖𝑥𝑗,1, 𝑗 ∈ 𝑁𝐶  (3.13) 

 

LMTD 

 

For process streams 

 𝜃𝑖,𝑗,𝑘
(1)

= 𝑇ℎ𝑖𝑛𝑖,𝑗,𝑘 − 𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.14) 
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 𝜃𝑖,𝑗,𝑘
(2)

= 𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 − 𝑇𝑐𝑖𝑛𝑖,𝑗,𝑘 , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.15) 

 

 
𝐿𝑀𝑇𝐷𝑖,𝑗,𝑘 =

𝜃𝑖,𝑗,𝑘
(1)

− 𝜃𝑖,𝑗,𝑘
(2)

ln (
𝜃𝑖,𝑗,𝑘

(1)

𝜃𝑖,𝑗,𝑘
(2) )

, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 
(3.16) 

 

If 𝜃𝑖,𝑗,𝑘
(1)

 is equal to 𝜃𝑖,𝑗,𝑘
(2)

, then  𝜃𝑖,𝑗,𝑘
(1)

= 𝐿𝑀𝑇𝐷𝑖,𝑗,𝑘. 

 

For cold utility 

 𝜃𝑖,𝑐𝑢
(1)

= 𝑇ℎ𝑐𝑢𝑖𝑛𝑖, − 𝑇𝑤𝑜𝑢𝑡, 𝑖 ∈ 𝑁𝐻 (3.17) 

 

 𝜃𝑖,𝑐𝑢
(2)

= 𝑇ℎ𝑖
𝑓𝑖𝑛𝑎𝑙

− 𝑇𝑤𝑖𝑛, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.18) 

 

 
𝐿𝑀𝑇𝐷𝑖,𝑐𝑢 =

𝜃𝑖,𝑐𝑢
(1)

− 𝜃𝑖,𝑐𝑢
(2)

ln (
𝜃𝑖,𝑐𝑢

(1)

𝜃𝑖,𝑐𝑢
(2) )

, 𝑖 ∈ 𝑁𝐻 
(3.19) 

 

If  𝜃𝑖,𝑐𝑢
(1)

 is equal to 𝜃𝑖,𝑐𝑢
(2)

, then  𝐿𝑀𝑇𝐷𝑖,𝑐𝑢 = 𝜃𝑖,𝑐𝑢
(1)

. 

 

For hot utility 

 𝜃𝑗,ℎ𝑢
(1)

= 𝑇𝑠𝑜𝑢𝑡 − 𝑇𝑐ℎ𝑢𝑖𝑛𝑗, 𝑗 ∈ 𝑁𝐶  (3.20) 

 

 𝜃𝑗,ℎ𝑢
(2)

= 𝑇𝑠𝑖𝑛 − 𝑇𝑐𝑗
𝑓𝑖𝑛𝑎𝑙

 , 𝑗 ∈ 𝑁𝐶  (3.21) 

 

 
𝐿𝑀𝑇𝐷𝑗,ℎ𝑢 =

𝜃𝑗,ℎ𝑢
(1)

− 𝜃𝑗,ℎ𝑢
(2)

ln (
𝜃𝑗,ℎ𝑢

(1)

𝜃𝑗,ℎ𝑢
(2) )

, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 
(3.22) 

 

If 𝜃𝑗,ℎ𝑢
(1)

 is equal to 𝜃𝑗,ℎ𝑢
(2)

 , then  𝐿𝑀𝑇𝐷𝑗,ℎ𝑢 = 𝜃𝑗,ℎ𝑢
(1)

. 
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Overall heat transfer coefficient 

 

For process streams 

 
𝑈𝑖,𝑗 =

1

1
ℎℎ𝑖

+
1

ℎ𝑐𝑗

, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 
(3.23) 

 

For cold utility 

 
𝑈𝑖,𝑐𝑢 =

1

1
ℎℎ𝑖

+
1

ℎ𝑐𝑢

, 𝑖 ∈ 𝑁𝐻 
(3.24) 

 

For hot utility 

 
𝑈𝑗,ℎ𝑢 =

1

1
ℎ𝑐𝑗

+
1

ℎℎ𝑢

, 𝑗 ∈ 𝑁𝐶 
(3.25) 

 

Area 

 

For process streams 

 𝐴𝑖,𝑗,𝑘 =
𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘

𝑈𝑖,𝑗,𝑘 𝐿𝑀𝑇𝐷𝑖,𝑗,𝑘
, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.26) 

 

For cold utility 

 𝐴𝑖,𝑐𝑢 =
𝑧𝑐𝑢𝑖𝑄𝑐𝑢𝑖

𝑈𝑖,𝑐𝑢 𝐿𝑀𝑇𝐷𝑖,𝑐𝑢
, 𝑖 ∈ 𝑁𝐻 (3.27) 

 

For hot utility 

 𝐴𝑗,ℎ𝑢 =
𝑧ℎ𝑢𝑗𝑄ℎ𝑢𝑗

𝑈𝑗,ℎ𝑢 𝐿𝑀𝑇𝐷𝑗,ℎ𝑢
, 𝑗 ∈ 𝑁𝐶  (3.28) 
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Constraints 

 ∑ 𝐹ℎ𝑖,𝑗,𝑘

𝑗

= 1, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.29) 

 

 ∑ 𝐹𝑐𝑖,𝑗,𝑘

𝑖

= 1, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.30) 

 

 0 ≤ 𝑄𝑐𝑢𝑖 ≤ 𝐶𝑃ℎ𝑖 ∙ ( 𝑇ℎ𝑖
0 − 𝑇ℎ𝑖

𝑓𝑖𝑛𝑎𝑙
), 𝑖 ∈ 𝑁𝐻 (3.31) 

 

 0 ≤ 𝑄ℎ𝑢𝑗 ≤ 𝐶𝑃𝑐𝑗 ∙ (𝑇ℎ𝑗
𝑓𝑖𝑛𝑎𝑙

− 𝑇ℎ𝑗
0), 𝑗 ∈ 𝑁𝐶  (3.32) 

 

 𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 ≥  𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1,        𝑖 ∈ 𝑁𝐻, 𝑘 ∈ 𝑁𝑆 (3.33) 

 

 𝑇ℎ𝑚𝑖𝑥𝑖,𝐾+1 ≥  𝑇ℎ𝑖
𝑓𝑖𝑛𝑎𝑙

, 𝑖 ∈ 𝑁𝐻 , 𝑘 ∈ 𝑁𝑆 (3.34) 

 

 𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 ≥  𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1,       𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.35) 

 

 𝑇𝑐𝑗
𝑓𝑖𝑛𝑎𝑙

≥ 𝑇𝑐𝑚𝑖𝑥𝑗,1,       𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.36) 

 

 𝜃𝑖,𝑗,𝑘
(1)

 ≥ 𝐸𝑀𝐴𝑇, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.37) 

 

 𝜃𝑖,𝑗
(2)

 ≥ 𝐸𝑀𝐴𝑇, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.38) 

 

 𝜃𝑖,𝑐𝑢
(1)

 ≥ 𝐸𝑀𝐴𝑇, 𝑖 ∈ 𝑁𝐻 (3.39) 

   

 𝜃𝑖,𝑐𝑢
(2)

 ≥ 𝐸𝑀𝐴𝑇, 𝑖 ∈ 𝑁𝐻 (3.40) 

 

 𝜃𝑗,ℎ𝑢
(1)

 ≥ 𝐸𝑀𝐴𝑇, 𝑗 ∈ 𝑁𝐶  (3.41) 
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 𝜃𝑗,ℎ𝑢
(2)

 ≥ 𝐸𝑀𝐴𝑇, 𝑗 ∈ 𝑁𝐶  (3.42) 

 

 𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 ≥ 𝑇ℎ𝑖
𝑓𝑖𝑛𝑎𝑙

, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.43) 

 

 𝑇𝑐𝑗
𝑓𝑖𝑛𝑎𝑙

≥ 𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.44) 

 

 𝐶𝑃ℎ𝑖 (𝑇ℎ𝑖
0 − 𝑇ℎ𝑖

𝑓𝑖𝑛𝑎𝑙
) ≥ ∑ ∑ 𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆

𝑗𝑘

 (3.45) 

 

 𝐶𝑃𝑐𝑗 (𝑇𝑐𝑗
𝑓𝑖𝑛𝑎𝑙

− 𝑇𝑐𝑗
0) ≥ ∑ ∑ 𝑧𝑖,𝑗,𝑘𝑄𝑖,𝑗,𝑘 , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆

𝑖𝑘

 (3.46) 

 

The objective function is penalized by the constraints, which are multiplied by a weight 

and added to the objective function. The weight can vary from problem to problem, but it should be of 

an order of magnitude consistent with investment and operating costs. Constraints (3.37)-(3.44) are 

only activated when the heat exchanger exists for the indicated match. In other words, they are only 

accounted if there is that heat exchanger in a given position of the superstructure. The strategy used in 

this study does not penalize the equality constraints of adding fractions, indicated by Eqs. (3.29) and 

(3.30). Meeting these constraints make it difficult to solve the MINLP problem and can lead to a poor 

solution search scheme. For this reason, constraints of adding fractions, when violated, are modified with 

the strategy described in Section 3.2.5. 

 

Variables 

 

The variables estimated by PSO algorithm are Qi,j,k, zi,j,k, Fhi,j,k and Fci,j,k. In this model, 

the number of continuous variables can be calculated by: 

 

 𝑛𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 = 𝑛𝑄 + 𝑛𝐹ℎ + 𝑛𝐹𝑐 (3.47) 
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 𝑛𝑄 = 𝑛𝐹ℎ =  𝑛𝐹𝑐 = 𝑁𝐻 ∙ 𝑁𝐶 ∙ 𝑁𝑆 (3.48) 

 

where nQ is the number of variables of heat load for each potential heat exchanger in the network, nFh 

is the number of fraction variables for hot streams, nFc is the number of fraction variables for cold 

streams, NH and NC are the numbers of hot and cold streams, respectively, and NS is the number of 

stages. 

The number of estimated binary variables, nz, is calculated by Eq. (3.49). 

 

 𝑛𝑧 = 𝑁𝐻 ∙ 𝑁𝐶 ∙ 𝑁𝑆 (3.49) 

 

So, the total number of independent variables is:  

 

 𝑛𝑡𝑜𝑡𝑎𝑙 = 𝑛𝑧 + 𝑛𝑄 + 𝑛𝐹ℎ + 𝑛𝐹𝑐 = 4 . 𝑁𝐻 ∙ 𝑁𝐶 ∙ 𝑁𝑆 (3.50) 

 

Bounds 

 

Eqs. (3.51)-(3.55) present the bounds of the variables estimated by PSO algorithm. Note 

that zcont is a continuous variable that indicates the existence of a heat exchanger. It is converted to 

binary variable, zi,j,k, according to the strategy of PSO for dealing with binary variables (please, see the 

topic 3.2.3).  

 

 𝑄𝑚𝑎𝑥𝑖,𝑗,𝑘 = 𝑚𝑖𝑛 (𝐶𝑃𝑖(𝑇ℎ𝑖
0 − 𝑇ℎ𝑖

𝑓𝑖𝑛𝑎𝑙
) , 𝐶𝑃𝑗(𝑇𝑐𝑗

𝑓𝑖𝑛𝑎𝑙
− 𝑇𝑐𝑗

0)) , 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.51) 

 

 0 ≤ 𝑄𝑖,𝑗,𝑘 ≤ 𝑄𝑚𝑎𝑥𝑖,𝑗,𝑘, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.52) 

 

 0 ≤ 𝑧𝑐𝑜𝑛𝑡𝑖,𝑗,𝑘 ≤ 1, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.53) 
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 0 ≤ 𝐹ℎ𝑖,𝑗,𝑘 ≤ 1, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.54) 

   

 0 ≤ 𝐹𝑐𝑖,𝑗,𝑘 ≤ 1, 𝑖 ∈ 𝑁𝐻 , 𝑗 ∈ 𝑁𝐶 , 𝑘 ∈ 𝑁𝑆 (3.55) 

 

3.2.3 Particle Swarm Optimization algorithm 

 

Particle Swarm Optimization (PSO) belongs to the group of Evolutionary Computation 

algorithms. It is employed in nonlinear optimization problems, which have solutions difficult to find 

using the traditional approaches with deterministic methods. The Evolutionary Computation 

algorithms are based on populations and meta-heuristics. Fundamental principles are a constructive 

method to obtain the initial population and a local search technique to improve the solution of the 

population (BOUSSAÏD; LEPAGNOT; SIARRY, 2013). The evolutionary approach can be 

subdivided into two subgroups: Evolutionary algorithms and Swarm Intelligence algorithms. 

Evolutionary algorithms are based on biological evolution by means of genetic operators 

such as selection, mutation and crossover, while the Swarm algorithms, also known as Natural 

Computing algorithms, are based on populations of individuals able to interact. The Particle Swarm 

method, proposed by Kennedy and Eberhart (1995), belongs to the Swarm algorithms. According to 

the authors, the method for nonlinear problems was discovered through experiments with simplified 

social models of bird species and schools of fish and paradigms, and can be implemented in few lines 

of code (KENNEDY; EBERHART, 1995). 

The Particle Swarm Optimization algorithm is based on a population of individuals 

(particles) able to interact with others, that is, each particle is influenced by its own experience and the 

experience of the entire swarm. Mathematically, each individual or particle of the swarm is a 

candidate for solution and indicates a point in the search space. The particle has associated a velocity 

term, which is determined by weighting the distance between the actual position and the best own 

position, the distance between the actual position and the best position of the swarm, and the previous 

own velocity. Thus, each particle modifies its velocity according to the individual and group 

experience, aiming to achieve, over iterations, better solutions. 
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Eqs. (3.56) and (3.57) show the vectors of velocity (vp) and position (xp) of particle p. The 

inertia weight (w) controls the impact of previous velocity in the current velocity. A high inertia 

weight value favors global exploration, while a small inertia weight value favors local exploration. 

Thus, the satisfactory selection of inertia weight provides a balance between global and local 

exploration. The inertia weight can be a constant or a value adjusted dynamically by a linear function. 

In this study, the inertia weight is adjusted dynamically.  

 

 𝒗𝑝
𝑘+1 = 𝑤 . 𝒗𝑝

𝑘 + 𝑐1 . 𝑟1 . (𝒇𝐵𝑝 − 𝒙𝑝
𝑘) + 𝑐2 . 𝑟2 . (𝒈𝐵𝑝 − 𝒙𝑝

𝑘) (3.56) 

 

 𝒙𝑝
𝑘+1 = 𝒙𝑝

𝑘 + 𝒗𝑝
𝑘+1 (3.57) 

 

After the original proposal, Kennedy and Eberhart (1997) reformulated the Particle 

Swarm algorithm, allowing it to operate with binary variables. In this version, a particle moves in the 

space restricted to zero and one. The velocity term represents the probability of the particle assuming 

the value one or zero. In other words, if the velocity of a particle is equal to 0.30 then there is 30% 

probability of the particle assuming the value one and 70% probability of the particle assuming the 

value zero. In this work, a rounding function is used to adapt PSO algorithm to binary variables.  

PSO is a simple method to be implemented and has low computational cost in terms of 

memory, because it uses only basic mathematical operators. Studies of energy integration using only 

PSO were performed by Silva, Ravagnani and Biscaia Jr (2008) and Silva et al. (2010). Other studies 

also employed the PSO, but combined two algorithms to solve HENs problems, such as Genetic 

Algorithm and Particle Swarm Optimization (ZHAOYI et al., 2013; PAVÃO; COSTA, 

RAVAGNANI, 2016), and Simulated Annealing and Particle Swarm Optimization (PAVÃO; 

COSTA; RAVAGNANI, 2017). Stochastic techniques are important approaches to solve large-scale 

problems. In general, they avoid to get stuck in local minima and have better results in complex 

problems when compared to purely deterministic methods (RAVAGNANI; CABALLERO SUÁREZ, 

2012). However, since it is a population-based method, the number of objective function evaluations 
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may be too large. A more specific review on meta-heuristic techniques applied to HEN synthesis was 

performed by Toimil e Gómez (2017).   

The implementation of the PSO method used in this study was performed by Furlan et al. 

(2012). The stopping criterion is the number of iterations. The logic of the algorithm is presented in 

the following steps.  

Step 1: Specify the number of particles in the swarm. 

Step 2: Initialize initial position of each particle. 

Step 3: Allocate an initial velocity equal to zero for all particles. 

Step 4: For each particle: 

i. Calculate objective function. 

ii. Identify if actual position is better than recorded best position, i.e., identify if actual position 

corresponds to a better objective function value. If yes, update fΒp vector. 

Step 5: Identify if actual best position in the swarm is better than recorded swarm best position. If yes, 

update gΒp vector. 

Step 6: For each particle, update: 

i. Particle velocity by Eq. (3.56). 

ii. Particle position by Equation (3.57). 

Step 7: Verify if algorithm termination condition is satisfied. If condition is satisfied, end the 

procedure. Otherwise, return to step 4. 

 

3.2.4 Timesharing mechanisms  

 

In order to integrate heat exchanger networks of all periods, the strategy of Jiang and 

Chang (2013) was used, which involves solving the MINLP model separately for each period and 

applying timesharing mechanisms to integrate all HENs into a single one. This approach allows dealing 

with periods of unequal durations without defining their duration, using the same heat exchanger for 

different pair of streams matched in different periods, as well as reducing capital cost. In addition, the 

solution is not limited to a fixed duration of period, which may need to be adjusted due to unexpected 
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changes in supplies, demand, prices and/or process conditions. This strategy is presented below. 

Step 1: Classify heat exchanger areas of all periods in descending order (list); 

Step 2: In the previous list, select the first device and allocate it in the multiperiod HEN; 

Step 3: For each period, identify the device with the largest area. For the device allocated in the 

multiperiod HEN, assign the streams and the superstructure stage identified in this step; 

Step 4: Remove from the list produced in Step 1 the areas identified in Steps 2 and 3;  

Step 5: Perform this procedure until the list is empty. 

 

 

Figure 3.2. By-pass in heat exchanger.  

 

To exemplify the strategy, suppose a problem with three periods. Suppose that, during the 

HEN synthesis for Period 1, the device with the largest area had 420 m
2
 and it combined streams H1 and 

C4 in the second stage of superstructure. Also suppose, when the HEN synthesis for Period 2 was 

performed, the largest device had 500 m
2
, combining streams H3 and C2 in the third stage of the 

superstructure. Finally, suppose that the largest area found for Period 3 was 475 m
2
, corresponding to the 

match of streams H4 and C2 in the first stage of the superstructure. Therefore, the first device of the 

ordered list has 500 m
2
 (i.e., it is the largest area among devices of all periods). In Step 2 this device will 

be allocated in the multiperiod HEN. In Step 3, streams H1 and C4, matched in the second stage of the 

superstructure, will be assigned to the multiperiod HEN when operated under the conditions of Period 1. 

Then, there will be an area oversize of 19% for that device in Period 1. The same procedure is performed 

to Periods 2 and 3 (assignment, to this device, respectively of streams H3 and C2 in the third stage of the 

superstructure in Period 2, without any area oversize, and streams H1 and C2 in the first stage of the 

superstructure, leading to an area oversize of 5.3%). In step 4 the areas identified (i.e., devices with area 

of 500 m
2
, 475 m

2
 and 420 m

2
) are removed from the list. This procedure is performed until the list is 

empty. 
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A cleaning step among the periods may be necessary to prevent contamination inside the 

heat exchangers. Moreover, in order to allocate the correct matching of streams in a given period to a 

device, a set of bypasses must be designed (Fig. 3.2). However, capital cost due to the use of valves 

and pipes for the design of the bypasses is not considered in the objective function of this study.  

 

3.2.5 Procedure for solving the multiperiod HEN problem  

 

For the multiperiod HEN synthesis, the mathematical model and the procedure for 

integration of HENs of all periods were written in C++ language. Dev C ++ Integrated Development 

Environment (IDE) and GCC compiler were used. In this work, some strategies were applied to enable 

solving the optimization problems more easily.  

The first strategy modifies the value of the variables estimated by the algorithm when one 

of them is equal to zero in a given position of the superstructure (i, j, k). For example, if there is no heat 

exchanger in position 1,1,1 (i.e., if z1,1,1 = 0), all other variables corresponding to position 1,1,1 (Q1,1,1, 

Fh1,1,1 and Fc1,1,1) are modified to zero, no matter the value estimated for them by the algorithm. 

The second strategy changes the values of fractions of hot and cold streams so that the 

constraints of adding fractions (Eqs. 3.29 and 3.30) are met without penalizing them. This strategy can 

be easily explained with an example. Suppose that in the first stage of a superstructure of a problem 

with two hot streams and two cold streams, the fractions of hot stream number 1 estimated by the 

algorithm are equal to 0.6 (Fh1,1,1) and 0.5 (Fh1,2, 1). These fractions violate Eq. (3.29), because their 

sum exceeds by 0.1 the value of 1.0. The strategy applied randomly modifies one of these fractions so 

that the sum is equal to 1.0; in other words, Fh1,1,1 is changed to 0.5 or Fh1,2,1 is changed to 0.4. 

The last strategy introduces a good solution previously obtained (e.g., the best particle of 

the swarm so far, a solution from the literature or a solution derived from Pinch Analysis), named 

“guess solution”, into the swarm, so that the algorithm can improve it. This strategy showed, in the 

previous tests conducted, to be of prime importance for solving more complex problems, since the 

greater the number of streams involved in energy integration, the greater the number of possible 

combinations among the variables of the problem. Without the help of an initial good particle, PSO 
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method was not able to, alone, find promising solutions. The execution procedure for energy 

integration in each period is described in the following steps. The procedure of Step 2 was executed 

more than twenty times for some periods.  

Step 1: Use the parameters of Table 3.1 (column value identified by 1) for the first execution of the 

program. In this step no “guess solution” is provided. 

Step 2: Use the parameters of Table 3.1 (column value identified by 2) for the second execution of the 

program. Add to the swarm the best particle obtained in the previous execution. 

Step 3: Repeat Step 2 until the solution does not vary. 

Step 4: Execute the program more five times using parameters of Table 3.1 (column value identified 

by 2) and adding to the swarm the best solution obtained in previous execution. If a better solution is 

found, restart this step. 

Step 5: Execute the program more fifteen times using the parameters of Table 3.1 (column value 

identified by 3) and adding to the swarm the best solution obtained in previous execution (refining 

step). If a better solution is found, return to Step 4. Otherwise, stop executions.  

 

Table 3.1 PSO tuning parameters. 

Parameter 

Value (see footnote)  

1 2 3  

Number of particles 200 500 500  

Inertia weight (maximum and minimum) 0.9-0.4 0.9-0.4 0.9-0.4  

Constant of Particle Swarm algorithm (c1) 1.1 1.1 1.1  

Constant of Particle Swarm algorithm (c2) 1.1 1.1 1.1  

Number of iterations 5,000 5,000 1,000  

Weight for penalty functions 10,000 1,000 1,000  

1
 When no “guess solution” is provided; 

2
 when a “guess solution” is provided; 

3
 in the refining step. 

 

Sugarcane biorefineries with some degree of energy integration are commonly found 

(referred to in this study as process "with project energy integration"). Since the problems solved in 

this study are large, the solutions obtained from PSO algorithm can be poor when compared to these 
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biorefineries. In this situation, the following procedure is used (solutions combination procedure). 

Step 1: Add a new particle to the swarm, which incorporates the matches of the solution obtained by 

the PSO algorithm and the matches of the process with project energy integration, and execute the 

program using parameters of Table 3.1 (column value identified by 2); 

Step 2: Execute the program more five times with the best solution using parameters of Table 3.1 

(column value identified by 2). If a better solution is found, restart this step; 

Step 3: Execute the program more fifteen times using the parameters of Table 3.1 (column value 

identified by 3) (refining step). If a better solution is found, return to Step 2. Otherwise, stop 

executions. 

It is important to mention that the selection of PSO tuning parameters requires previous 

studies, especially the selection weights for function penalties. In this work, previous tests were 

performed to solve the HEN synthesis problem using data of Period 1. After the selection of PSO 

tuning parameters for Period 1, the same values were used to other periods and case studies. 

 

3.3 Sugarcane biorefinery 

 

3.3.1 Process description 

 

In this study, a virtual biorefinery modeled in EMSO simulator (Environment for 

Modeling, Simulation, and Optimization) was used (FURLAN et al., 2012, 2013). Fig. 3.3 shows the 

diagram of this 1G/2G anhydrous ethanol and electricity production process (autonomous distillery). 

Topics 3.3.1 to 3.3.7 present a description of the process. Tables 3.2 and 3.3 present parameters of 

composition of sugarcane, which represent an average of these parameters throughout the harvest 

period. Tables 3.4 and 3.5 provide main parameters for biorefinery simulation.  

Brazilian sugarcane plants often integrate energetically some streams. In this study, for 

comparison, energy integration between wine and vapor from Column B top (device indicated in Fig. 

3.3 by E301), between streams of wine and vinasse (E302), and between pretreated bagasse and 

soaking water (E506) were considered. This process was named in this work as “with project energy 
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integration”. The process without any energy integration was named in this study as “without energy 

integration”.  

 

Table 3.2. Composition of sugarcane. 

Component Mass composition (%)  

Water 69.864  

Sucrose 14.033  

Glucose 1.303  

Fibers 13.653  

Ash 1.147  

 

Table 3.3. Composition of fiber and straw of sugarcane. 

Component 

Mass composition (%)  

Fiber Straw  

Cellulose 45.57 46.05  

Hemicellulose 26.93 27.20  

Lignin 24.41 24.67  

Ash 3.09 2.08  
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Figure 3.3. Diagram of the sugarcane biorefinery.
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Table 3.4. Main data for 1G ethanol production. 

Input Parameter Unit 

Sugarcane flow 833 tonne/h 

Straw flow 75 tonne/h 

Fraction of bagasse reserved for start-ups of the plant 5 % 

Cleaning section 

Removal efficiency of vegetal and mineral impurities  65 % 

Sugar extraction section 

Sugarcane bagasse humidity 50 % w/w 

Sugar recovery (total) 96 % 

Duty 16 kWh/tonne of fiber 

Water flow 30 % w/w 

Sugarcane juice treatment section 

CaO flow 0.5-0.8 kg/tonne of sugarcane 

H3PO4 concentration 85 % w/w 

Heating final temperature 105 °C 

Global coefficient heat transfer 0.69 kW/m
2
.K 

Solids concentration in the sludge (soluble and insoluble solids) 9 % 

Decantation of insoluble solids efficiency 99.7 % 

Sugar losses (filter) 1.5-2.0 % 

Filter cake humidity 75-80 % w/w 

Filter efficiency 70-90 % 

Water flow (filter) 30 kg/tonne of sugarcane 

Sugarcane bagasse pith flow 7 kg/ tonne of sugarcane 

Sugarcane juice concentration section 

Outlet sugar concentration 20 °Brix 

Pressure of steam  2.5 bar 

Pressure of steam produced 1.6 bar 

Fermentation section (include 1G+2G) 

Fermentation yield 90.48 % 



Thesis – Cássia Maria de Oliveira 

40 

 

Space-time 1 h 

Recuperation of ethanol (absorption column) 99.96 % w/w 

Ethanol purification section (include 1G+2G) 

Ethanol recovery 99.3 % w/w 

Cogeneration system 

65 bar steam temperature 485 °C 

Turbines isentropic efficiency 80 % 

Turbines mechanic efficiency 95.8 % 

Steam pressure – process 2.5 bar 

Steam pressure – dehydration column 6 bar 

Steam pressure – pretreatment 17.4 bar 

 

Table 3.5. Main data for 2G ethanol production. 

  Value Unit 

Pretreatment 

Pressure 1 bar 

Temperature 195 °C 

Cellulose to glucose yield 8.12 %, w/w 

Hemicellulose to xylose yield 46.53 % w/w 

Solid/liquid ratio 10 % 

Space-time 10 min 

Hydrolysis 

Cellulose to glucose yield 75 %, w/w 

Solid/liquid ratio 15 % 

Enzyme/Cellulose ratio 15 FPU/g 

Space-time 48 h 

Temperature 50 °C 

 

3.3.1.1 Extraction and juice treatment 

 

Ethanol production begins with the dry cleaning of sugarcane (E101). Straw can be 
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maintained in the plantation area to preserve the soil and can be brought to the biorefinery to be used 

in the cogeneration system to produce steam and electricity. The clean sugarcane is sent to extraction 

system, which consists in separating bagasse from sugarcane juice by mills or diffusers. In industry, 

the milling system is more commonly used, since it is often a pre-existing infrastructure in the plant, 

and there is no need for new investments at this stage. Besides, bagasse with less moisture content is 

obtained with milling system (NAZATO et al., 2011). In this study an extraction system by mills is 

considered (E105, E106, E107, E108 and E109). Also straw is considered to be kept part in plantation 

area and the remaining is sent to the cogeneration system. 

Bagasse from the extraction section is destined for the boiler, the pretreatment and a 

safety reserve. The extracted juice is carried to the strainer (E111). Subsequently, it is heated (E114) 

before entering into the liming tank (E115). The resulting mixture of the liming tank is heated (E117) 

and carried to the flash tank (E118). Next, the juice is introduced into the decanter (E120), where 

polymers are added to the juice. Then, clarified juice is obtained. Bagasse and water are added to the 

slurry leaving the decanter to increase the filtration efficiency on the rotary drum (E123). The resulting 

fraction of juice from the rotary drum is mixed with the filtered juice of the strainer.  

 

3.3.1.2 Concentration 

 

The clarified juice from the decanter is mixed with the hexose sugar liquor from the 

hydrolysis process, producing a mixture of sugars containing, mainly, glucose and sucrose. The 

mixture of sugars is concentrated in a pre-evaporator (E202) to 20°Brix. Commonly, a multi-effect 

evaporator is used in ethanol and sugar production process, which allows reaching greater 

concentrations with lower consumption of turbine extraction steam. Since the process here considered 

comprises only ethanol production and requires sugarcane juice to be concentrated up to 20°Brix, a 

single effect evaporator (pre-evaporator) was considered. However, the implementation of a multi-

effect evaporator promotes saving of turbine extraction steam and, consequently, diverting the surplus 

bagasse for cogeneration system or 2G ethanol production. 
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3.3.1.3 Fermentation 

 

Concentrated juice is cooled (E204) and mixed with ammonia (E205). Afterwards, 

Saccharomyces cerevisae yeast is added to the juice (E206), which is sent to the fermenter (E207). 

During fermentation, ethanol, CO2 and, in minor proportions, other products such as glycerol, organic 

acids and higher alcohols are produced. Carbon dioxide containing ethanol is sent to the absorption 

column (E208) to recover ethanol in water solvent, which returns to the yeast treatment vessel (E210). 

The wine from the fermenter is centrifuged (E209) and carried to the distillation column (block E303 

indicates the distillation unit). Yeasts are treated (E210) and mixed with ethanol recovered in the 

absorption column by recycle (E211). The most common configurations in fermentation are fed batch 

with cells recycle, known as Melle-Boinot process, and continuous multistage with cells recycle. Melle-

Boinot process is more common in Brazil. For this reason, it is the configuration chosen for this study. 

 

3.3.1.4 Distillation 

 

Wine coming from the concentration and the fermentation section is heated (E301) and 

sent to the distillation unit (E303), where hydrous ethanol is produced. After the first distillation unit, 

anhydrous ethanol can be produced by extractive distillation, azeotropic distillation or molecular 

sieves. In this work, anhydrous ethanol is produced by extractive distillation (block E308 indicates the 

extractive distillation unit) and cooled to 308 K (E315). Solvent monoethyleneglycol is added to the 

extractive distillation column and subsequently recovered. Before returning to the extractive 

distillation column, the solvent monoethyleneglycol is cooled (E313). 

 

3.3.1.5 Cogeneration system 

 

In the present study, three fuel sources are considered: bagasse, lignin and straw. Energy 

cogeneration system can operate with or without condensation turbine, depending on the purpose of 

the plant. The simulations of this study allow choosing not to use the condensation turbine when the 
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objective is producing ethanol, and using the condensation turbine when the objective is to increase 

the surplus of electricity. When the proposal is to guarantee the energy demand of the process and to 

produce 2G ethanol, the first option is chosen. The second option is used when all the bagasse is 

diverted to the cogeneration system, aiming to sell surplus of electricity.  

In cogeneration system, steam is produced at 17.4 bar, 6.0 bar and 2.5 bar. Steam at 17.4 

bar (outlet of E405) is used in the pretreatment stage (E503). Steam at 6 bar (outlet of E411) is used in 

the dehydration columns (reboilers indicated by E311 and E312) and for heating soaking water 

(E506), while steam at 2.5 bar (outlet of E418) is used in the pre-evaporator (E202), distillation 

columns (reboilers indicated by E306 and E307) and for heating the solids stream from the 

pretreatment (E602). Note that there is already energy integration between pretreated bagasse and 

soaking water, but soaking water has a an energy demand higher than the energy available in 

pretreated bagasse and, for this reason, it is necessary surplus steam at 6.0 bar to meet the energy 

demand of soaking water. In addition, in the biorefinery that does not produce 2G ethanol (process 

represented by Period 1), steam at 17.4 bar is not generated, since the bagasse pretreatment step is not 

required. 

 

3.3.1.6 Bagasse pretreatment 

 

Sugarcane bagasse is mainly composed of cellulose, hemicellulose and lignin. To use it in 

2G ethanol production, the cellulose, hemicellulose and lignin complex must be broken down. For this 

reason, pretreatment is an important step, since it makes cellulose more accessible to enzymes that 

convert carbohydrate polymers to fermentable sugars (MOSIER et al., 2005). 

In this work, the hydrothermal pretreatment was chosen because it presents promising 

results in laboratory scale and, at the same time, does not use any raw material besides water (COSTA 

et al., 2014). In addition, the hydrothermal pretreatment, if performed in continuous operation as it is 

assumed in this study, allows the reuse of the thermal energy contained in the pretreated bagasse for 

heating soaking water, reducing the consumption of high pressure steam (FURLAN et al., 2012, 

2013). 
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In the hydrothermal pretreatment, bagasse is pressurized (E501) and then mixed to 

soaking water (E502), which is preheated (E506). The mixture is heated (E503) to the pretreatment 

temperature and sent to the pretreatment reactor (E504). After pretreatment, the mixture is cooled 

(E506) and carried to the flash tank (E507), where pressure drops to 1 atm. The mixture is neutralized 

using ammonia (E508) and sent to a filter (E510). The resulting liquid fraction, rich in hydrolysis 

products from hemicellulose (xylose) is discarded, but its pentose sugars could be fermented or 

biodigested. The solid fraction is sent to the cellulose hydrolysis step.  

 

3.3.1.7 Cellulose hydrolysis 

 

Hydrolysis of lignocellulosic materials is the conversion of cellulose and hemicellulose 

into fermentable sugars. This operation can be performed by hydrolysis with dilute acid, hydrolysis 

with concentrated acid or enzymatic hydrolysis. If the hydrolysis is enzymatic, a pretreatment, as 

mentioned above, is required. Enzymatic hydrolysis using cellulases does not generate inhibitors to 

subsequent fermentation step. In addition, the enzymes are specific for cellulose. For these reasons, 

enzymatic hydrolysis was chosen for biorefinery. Lignin is not converted into ethanol, but it is used in 

the cogeneration system. 

In this step, in a mixing tank (E601), water is added to the solid fraction coming from the 

filter (E510), the mixture is heated (E602) and enzymes are added (E603). The mixture is sent to the 

hydrolysis reactor (E604) to convert cellulose into glucose. Finally, the resulting mixture is filtered 

(E606). The liquid fraction is sent to the concentration step, along with the sugarcane juice, while the 

solid fraction, consisting mainly of lignin, is sent to the boiler (E403). 

   

3.3.2 Energy integration case study 

 

Period 1 represents the simulation of 1G ethanol and electricity production process and 

Periods 2 and 3 represent the simulation of 1G/2G ethanol and electricity production process with 

different fractions of bagasse. In Period 3, 66% of all bagasse is destined for the 2G ethanol 
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production. This value is the maximum fraction of bagasse that could be destined for the 2G ethanol 

production without compromising the energy self-sufficiency of the process. In Period 2, 33% of all 

bagasse is destined for the 2G ethanol production. The remainder is used for safety reserve, steam 

generation and electricity production. Therefore, the number of streams involved in energy integration 

differs among periods and, consequently, also does the number of variables. In this study, 3 stages 

were used in the superstructure. Thus, Period 1 has 672 variables and Periods 2 and 3 have 1080 

variables. 

Table 3.6 shows streams data for the three periods. The heat transfer convective 

coefficient was considered the same for all streams and estimated from the overall heat transfer 

coefficient given by Ensinas (2008). EMAT is 1 K. 

 

Table 3.6. Input data for energy integration. 

Stream 
Corresponding 

HE in Fig. 3.3 

T0 

(K) 

Tfinal 

(K) 

CP 

(kW/K) 

h 

(kW/m2 

K) 

Period 1     
 

H1 Concentrated juice E204 388 306 638 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 11,661 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 60,307 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 24,592 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,074 1.38 

H6 Vinasse E302 385 363 747 1.38 

H7 Monoethylene glycol E313 421 353 33 1.38 

H8 Anhydrous ethanol E315 351 308 43 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 867 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 67,968 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,466 1.38 

C6 
Liquid from extractive column bottom (Reboiler 

DEH1) 
E311 379 407 352 1.38 

C7 
Liquid from recovery column bottom  (Reboiler 

DEH2) 
E312 411 421 335 1.38 

Period 2  
    

H1 Concentrated juice E204 388 306 713 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 13,086 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 66,136 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 26,942 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,272 1.38 
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H6 Vinasse E302 385 363 862 1.38 

H7 Monoethylene glycol E313 421 353 37 1.38 

H8 Anhydrous ethanol E315 351 308 47 1.38 

H9 Pretreated bagasse E506 468 353 525 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 995 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 76,914 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 23,510 1.38 

C6 
Liquid from extractive column bottom (Reboiler 

DEH1) 
E311 379 407 386 1.38 

C7 
Liquid from recovery column bottom  (Reboiler 

DEH2) 
E312 411 421 367 1.38 

C8 Bagasse + soaking water E503 439 468 523 1.38 

C9 Soaking water E506 303 458 418 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 206 1.38 

Period 3  
    

H1 Concentrated juice E204 388 306 788 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 14,532 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 71,935 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 29,277 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,469 1.38 

H6 Vinasse E302 385 363 981 1.38 

H7 Monoethylene glycol E313 421 353 40 1.38 

H8 Anhydrous ethanol E315 351 308 51 1.38 

H9 Pretreated bagasse E506 468 353 1,047 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 1,129 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 86,036 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 24,443 1.38 

C6 
Liquid from extractive column bottom (Reboiler 

DEH1) 
E311 379 407 419 1.38 

C7 
Liquid from recovery column bottom  (Reboiler 

DEH2) 
E312 411 421 398 1.38 

C8 Bagasse + soaking water E503 439 468 1,042 1.38 

C9 Soaking water E506 303 458 834 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 410 1.38 

  

In this study, one hot utility and one cold utility were considered. Saturated steam at 17.4 

bar is the hot utility, since it meets the temperature constraints for all cold stream. For cold utility, cooling 

water at 298 K was selected (i.e., water is cooled from 305 K to 298 K in the cooling tower).   

Although cost of generating steam from the boiler (CG) includes several components, the 

fuel cost is usually the most important (US, 2003). Equations for estimating the cost of utility are 
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presented as follows. Eq. (3.58) calculates fuel cost (CF), where aF is fuel cost per unit of energy, η is 

boiler efficiency in relation to LHV (Lower Heating Value), HS is enthalpy of steam at 65 bar and 758 K 

(i.e., condition of steam generated in the boiler) and hW is enthalpy of boiler feed water at 298 K. 

 

 𝐶𝐹 =
𝑎𝐹 .  (𝐻𝑆  −  ℎ𝑊)

𝜂
 (3.58) 

 

Eq. (3.59) calculates fuel cost per unity of energy (aF), where Cb is bagasse cost and LHV 

is Lower Heating Value. In order to simplify the calculations, two assumptions were performed: only 

bagasse is considered in fuel cost per unit of energy and cost of steam from the backpressure turbine is 

considered equal to cost of generating steam from the boiler. Eq. (3.60) is used to calculate the cost of 

generating steam from the boiler (CG), where CF is fuel cost. 

 

 𝑎𝐹 =
𝐶𝑏

𝐿𝐻𝑉
 (3.59) 

 

 𝐶𝐺 = 1.3 . 𝐶𝐹 (3.60) 

 

Cost of cooling water was estimated based on Ensinas (2008), who evaluated this cost in 

0.02 USD/m
3
. All prices were calculated in Brazilian reais (BRL, Brazil's currency). For the 

conversion of such costs to US dollars, the exchange rate value of 3.4885 BRL/USD (average 

exchange rate from January to December 2016) was adopted. The values were also updated to 

December 2016 based on the IGPM index (Market Prices General Index), which is a Brazilian index 

calculated that reflects price fluctuations (FGV, 2017). 

Eqs. (3.61) and (3.62) are used to annualize and convert the cost of utilities from mass 

and volume unit (CG and CW) to energy unit (chu and ccu). The terms hCOND and  in Eq. (3.61) refer to 

condensation enthalpy of saturated steam at 17.4 bar and operation time, respectively. Inlet and outlet 

temperature of steam was considered 479 K and 478 K, respectively. In Eq. (3.62), CW is cost of 
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cooling water, 𝑣 is specific volume, is operation time, hOUT and hIN are enthalpy of water at 305 K 

and 298 K, respectively. Table 3.7 shows the parameters used in estimating the costs of steam and 

cooling water and Table 3.8 presents the costs of steam (chu) and cooling water (ccu) per energy unit.  

 

 𝑐ℎ𝑢 =  
𝐶𝐺

ℎ𝐶𝑂𝑁𝐷
 . 𝜏 (3.61) 

 

 𝑐𝑐𝑢 =  
𝐶𝑊

(ℎ𝑂𝑈𝑇  −  ℎ𝐼𝑁)
 . 𝑣 . 𝜏 (3.62) 

 

 𝐻𝐸 𝑐𝑜𝑠𝑡 =  𝑎 + 𝑏 . 𝐴𝑐 (3.63) 

 

Table 3.7. Parameters for HEN operating calculations. 

Parameter Value Unit 

CG
1
 15.0 USD/ton 

LHV 7,121.3 kJ/kg 

η 88 % 

 5760 h/year 
1 
Information about cost of bagasse from Brazilian mills. The value described is the average between 2015 and 2016.  

 

Table 3.8. Costs of utilities and parameters for calculation of annualized cost of heat exchanger. 

Cost Value Unit 

chu 96 USD/kW year 

ccu 50 USD/kW year 

a 4,897 USD/year 

b 33 USD/m
1.56

 year 

c 0.78 [-] 

 

Eq. (3.63) indicates the annualized cost of heat exchangers. Coefficients a, b were 

estimated from cost and area data of heat exchangers used in biorefineries, which were described by 

Bohórquez (2014). Coefficient c for plate heat exchanger was obtained by Hall, Ahmad and Smith 

(1990). In order to obtain the annualized HEN cost, 10% of annual capital interest and 15 years of 

plant life were adopted. The coefficients for annual costs of investment on heat exchanger network are 

shown in Table 3.8.  
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3.4 Results and discussion 

 

In this section main results and discussions of energy integration in an industrial case 

study of the biorefinery presented in the previous section are described. The TAC of processes with 

project energy integration for Periods 1, 2 and 3 is 23.0, 26.8 and 30.5 million USD/year, respectively. 

A HEN was synthesized for each period. For Period 1, at each execution, the average processing time 

using parameters of Tables 3.1, 3.2 and 3.3 was 5, 65 and 14 minutes, respectively (2.50 GHz Intel
®
 

Core™ i5-3210 processor with 6.00 GB of RAM). For Periods 2 and 3, at each execution, the average 

processing time using the same parameters was 12, 108 and 20 minutes (2.50 GHz Intel
®
 Core™ i5-

3210 processor with 6.00 GB of RAM). Note that these times refer to one execution of problem, but 

the procedure was executed until the stop criterion is met (i.e., according to the methodology 

previously presented in Section 3.2.5). Single-period solutions for Periods 2 and 3 presented a value of 

TAC greater (19% and 26% respectively) than the TAC for the process with project energy 

integration, as commonly found in Brazilian industrial plants. For this reason, the solutions 

combination procedure (please, see Section 3.2.6) was used. After applying that procedure, the TAC 

for Periods 1, 2 and 3 was 19.6, 25.5 and 27.8 million USD/year, respectively. Figs. 3.4, 3.5, and 3.6 

present the HENs for each period, where the values next to and below the heat exchangers are 

temperature, in Kelvin, and heat load, in kW, respectively. Tables 3.9, 3.10 and 3.11 show the 

configurations of these networks. More information on heat exchanger area, number of heat transfer 

units and costs is presented in Table 3.12.  

In order to integrate the heat exchanger networks of all periods, the timesharing strategy 

was used. For the integrated HEN, the capital cost estimated is 236,570 USD/year with total area of 

20,906.5 m
2
 and 21 heat exchangers. It represents an area overdesign of 33% for Period 1, 15% for 

Period 2 and 3% for Period 3. Supposing that each period operates 1/3 of the total operation time, the 

operating cost and the TAC of the multiperiod HEN are 24,106,206 USD/year and 24,342,777 

USD/year, respectively. Tables 3.9, 3.10 and 3.11 show the assigned area by the procedure for periods 

integration (As) and the ratio between required area and assigned area (Ai,j,k/As). Table 3.13 presents 

the integrated HEN with assigned areas for each of heat transfer device and matches in each period.  
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Figure 3.4. Diagram of HEN for Period 1 using PSO. 
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Figure 3.5. Diagram of HEN for Period 2 using PSO. 
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Figure 3.6. Diagram of HEN for Period 3 using PSO. 
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Table 3.9. Data for HEN in Periods 1, 2 and 3 using PSO (Part 1). 

Match (𝒊, 𝒋, 𝒌) (2,1,1) (2,2,2) (3,2,3) (3,3,2) (4,1,2) (4,2,3) (6,3,1) (7,5,3) (9,9,1) 

Period 1 
    

 
 

 
 

 
 

𝐴𝑠 𝑚2 376.4 3,168.5 5,259.9 2,122.6 - - 1,453.1 -  

𝐴𝑖,𝑗,𝑘 𝑚2 278.9 3,168.5 3,337.4 1,860.0 - - 1,110.8 -  

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 74.1 100.0 63.5 87.6 - - 76.4 -  

𝑄𝑖,𝑗,𝑘 𝑘𝑊 6,554.1 5,106.0 12,202.1 34,719.0 - - 16,434.0 -  

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 1.0 1.0 1.0 - - 1.0 -  

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 1.0 1.0 1.0 - - 1.0 -  

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 358.0 357.4 355.4 355.0 - - 385.0 -  

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 357.4 357.0 354.2 354.4 - - 363.0 -  

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 357.4 357.0 354.2 354.4 - - 363.0 -  

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 321.0 352.5 343.0 303.0 - - 343.0 -  

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 326.2 356.4 352.5 343.0 - - 362.0 -  

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 326.2 356.4 352.5 343.0 - - 362.0 -  

Period 2 
 

         

𝐴𝑠 𝑚2 - - - 2,122.6 - 5,259.9 1,453.1 - 2,641.2 

𝐴𝑖,𝑗,𝑘 𝑚2 - - - 2,122.6 - 3,726.4 1,278.6 - 2,641.2 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % - - - 100.0 - 70.8 88.0 - 100.0 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 - - - 39,741.0 - 8,827.2 18,964.0 - 60,375.0 

𝐹ℎ𝑖,𝑗,𝑘 
 

- - - 1.0 - 1.0 1.0 - 1.0 

𝐹𝑐𝑖,𝑗,𝑘 
 

- - - 1.0 - 1.0 1.0 - 1.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 - - - 355.0 - 351.0 385.0 - 468.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 - - - 354.4 - 350.7 363.0 - 353.0 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 - - - 354.4 - 350.7 363.0 - 353.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 - - - 303.0 - 343.0 342.9 - 303.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 - - - 342.9 - 349.9 362.0 - 447.4 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 - - - 342.9 - 349.9 362.0 - 447.4 

Period 3 
 

         

𝐴𝑠 𝑚2 - - - 2,641.2 1,075.1 - 1,453.1 251.1 5,259.9 

𝐴𝑖,𝑗,𝑘 𝑚2 - - - 2,401.4 1,075.1 - 1,453.1 214.1 5,259.9 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % - - - 90.9 100.0 - 100.0 85.3 100.0 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 - - - 45,029.0 16,677.2 - 21,582.0 1,560.0 120,405.0 

𝐹ℎ𝑖,𝑗,𝑘 
 

- - - 1.0 1.0 - 1.0 1.0 1.0 

𝐹𝑐𝑖,𝑗,𝑘 
 

- - - 1.0 1.0 - 1.0 1.0 1.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 - - - 355.0 351.0 - 385.0 421.0 468.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 - - - 354.4 350.4 - 363.0 382.0 353.0 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 - - - 354.4 350.4 - 363.0 382.0 353.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 - - - 303.0 321.0 - 342.9 381.0 303.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 - - - 342.9 334.3 - 362.0 381.1 447.4 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 - - - 342.9 334.3 - 362.0 381.1 447.4 
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Table 3.10. Data for HEN in Periods 1, 2 and 3 using PSO (Part 2).  

Match (𝒊, 𝒋, 𝒌) (1,CU,4) (2,CU,4) (3,CU,4) (4,CU,4) (5,CU,4) (6,CU,4) (7,CU,4) (8,CU,4) (9,CU,4) 

Period 1 
 

         

𝐴𝑠 𝑚2 2,641.2 - 741.1 1,075.1 200.5  134.7 251.1 - 

𝐴𝑖,𝑗,𝑘 𝑚2 2,365.0 - 369.3 728.3 97.3 - 39.8 113.6 - 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 89.5 - 49.8 67.7 48.5 - 29.5 45.2 - 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 52,316.0 - 13,385.9 24,592.0 2,074.0 - 2,244.0 1,849.0 - 

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 - 1.0 1.0 1.0 - 1.0 1.0 - 

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 - 1.0 1.0 1.0 - 1.0 1.0 - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 388.0 - 354.2 351.0 333.0 - 421.0 351.0 - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 306.0 - 354.0 350.0 332.0 - 353.0 308.0 - 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 306.0 - 354.0 350.0 332.0 - 353.0 308.0 - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 298.0 - 298.0 298.0 298.0 - 298.0 298.0 - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 305.0 - 305.0 305.0 305.0 - 305.0 305.0 - 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 305.0 - 305.0 305.0 305.0 - 305.0 305.0 - 

Period 2 
 

         

𝐴𝑠 𝑚2 3,168.5 375.4 741.1 557.6 115.8  92.4 134.7  

𝐴𝑖,𝑗,𝑘 𝑚2 2,643.0 339.0 726.8 538.3 106.6 - 44.6 124.2 - 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 83.4 90.3 98.1 96.5 92.0 - 48.3 92.2 - 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 58,466.0 13,086.0 26,395.0 18,114.8 2,272.0 - 2,516.0 2,021.0 - 

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 1.0 1.0 1.0 1.0 - 1.0 1.0 - 

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 1.0 1.0 1.0 1.0 - 1.0 1.0 - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 388.0 358.0 354.4 350.7 333.0 - 421.0 351.0 - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 306.0 357.0 354.0 350.0 332.0 - 353.0 308.0 - 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 306.0 357.0 354.0 350.0 332.0 - 353.0 308.0 - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 298.0 298.0 298.0 298.0 298.0 - 298.0 298.0 - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 305.0 305.0 305.0 305.0 305.0 - 305.0 305.0 - 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 305.0 305.0 305.0 305.0 305.0 - 305.0 305.0 - 

Period 3 
 

         

𝐴𝑠 𝑚2 3,168.5 376.4 741.1 375.4 115.8  25.7 134.7  

𝐴𝑖,𝑗,𝑘 𝑚2 2,921.0 376.4 741.1 375.4 115.8 - 25.7 134.7 - 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 92.2 100.0 100.0 100.0 100.0 - 100.0 100.0 - 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 64,616.0 14,532.0 26,906.0 12,599.8 2,469.0 - 1,160.0 2,193.0 - 

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 1.0 1.0 1.0 1.0 - 1.0 1.0 - 

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 1.0 1.0 1.0 1.0 - 1.0 1.0 - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 388.0 358.0 354.4 350.4 333.0 - 382.0 351.0 - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 306.0 357.0 354.0 350.0 332.0 - 353.0 308.0 - 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 306.0 357.0 354.0 350.0 332.0 - 353.0 308.0 - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 298.0 298.0 298.0 298.0 298.0 - 298.0 298.0 - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 305.0 305.0 305.0 305.0 305.0 - 305.0 305.0 - 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 305.0 305.0 305.0 305.0 305.0 - 305.0 305.0 - 
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Table 3.11. Data for HEN in Periods 1, 2 and 3 using PSO (Part 3). 

Match (𝒊, 𝒋, 𝒌) (HU,1,0) (HU,2,0) (HU,3,0) (HU,4,0) (HU,5,0) (HU,6,0) (HU,7,0) (HU,8,0) (HU,9,0) (HU,10,0) 

Period 1 
 

          

𝐴𝑠 𝑚2 375.4 557.6  1,326.5 503.6 342.0 115.8 - - - 

𝐴𝑖,𝑗,𝑘 𝑚2 212.5 362.7 - 1,047.9 335.7 168.5 77.8 - - - 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 56.6 65.1 - 79.0 66.7 49.3 67.2 -   

𝑄𝑖,𝑗,𝑘 𝑘𝑊 21,077.9 27,771.9 - 67,968.0 22,466.0 9,856.0 3,350.0 - - - 

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 1.0 - 1.0 1.0 1.0 1.0 - - - 

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 1.0 - 1.0 1.0 1.0 1.0 - - - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 479.0 479.0 - 479.0 479.0 479.0 479.0 - - - 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 478.0 478.0 - 478.0 478.0 478.0 478.0 - - - 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 478.0 478.0 - 478.0 478.0 478.0 478.0 - - - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 326.2 356.4 - 384.0 381.0 379.0 411.0 - - - 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 343.0 378.0 - 385.0 382.0 407.0 421.0 - - - 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 343.0 378.0 - 385.0 382.0 407.0 421.0 - - - 

Period 2 
 

          

𝐴𝑠 𝑚2 342.0 503.6  1,326.5 376.4 200.5 113.5 1,075.1 251.1 29.8 

𝐴𝑖,𝑗,𝑘 𝑚2 273.8 460.7 - 1,185.9 351.3 184.7 85.2 993.6 251.1 15.0 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 80.1 91.5 - 89.4 93.3 92.1 75.1 92.4 100.0 50.3 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 27,632.0 36,252.8 - 76,914.0 23,510.0 10,808.0 3,670.0 15,167.0 4,415.0 1,648.0 

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 1.0 - 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 1.0 - 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 479.0 479.0 - 479.0 479.0 479.0 479.0 479.0 479.0 479.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 478.0 478.0 - 478.0 478.0 478.0 478.0 478.0 478.0 478.0 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 478.0 478.0 - 478.0 478.0 478.0 478.0 478.0 478.0 478.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 321.0 349.9 - 384.0 381.0 379.0 411.0 439.0 447.4 315.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 343.0 378.0 - 385.0 382.0 407.0 421.0 468.0 458.0 323.0 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 343.0 378.0 - 385.0 382.0 407.0 421.0 468.0 458.0 323.0 

Period 3 
 

          

𝐴𝑠 𝑚2 113.5 557.6  1,326.5 342.0 200.5 92.4 2,122.6 503.6 29.8 

𝐴𝑖,𝑗,𝑘 𝑚2 113.5 557.6 - 1,326.5 342.0 200.5 92.4 1,979.6 503.6 29.8 

𝐴𝑖,𝑗,𝑘/𝐴𝑠 % 100.0 100.0 - 100.0 100.0 100.0 100.0 93.3 100.0 100.0 

𝑄𝑖,𝑗,𝑘 𝑘𝑊 10,954.8 45,080.0 - 86,036.0 22,883.0 11,732.0 3,980.0 30,218.0 8,865.0 3,280.0 

𝐹ℎ𝑖,𝑗,𝑘 
 

1.0 1.0 - 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

𝐹𝑐𝑖,𝑗,𝑘 
 

1.0 1.0 - 1.0 1.0 1.0 1.0 1.0 1.0 1.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘 𝐾 479.0 479.0 - 479.0 479.0 479.0 479.0 479.0 479.0 479.0 

𝑇ℎ𝑚𝑖𝑥𝑖,𝑘+1 𝐾 478.0 478.0 - 478.0 478.0 478.0 478.0 478.0 478.0 478.0 

𝑇ℎ𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 478.0 478.0 - 478.0 478.0 478.0 478.0 478.0 478.0 478.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘+1 𝐾 334.3 343.0 - 384.0 381.1 379.0 411.0 439.0 447.4 315.0 

𝑇𝑐𝑚𝑖𝑥𝑗,𝑘 𝐾 343.0 378.0 - 385.0 382.0 407.0 421.0 468.0 458.0 323.0 

𝑇𝑐𝑜𝑢𝑡𝑖,𝑗,𝑘 𝐾 343.0 378.0 - 385.0 382.0 407.0 421.0 468.0 458.0 323.0 
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Table 3.12. Number of HE, HEN area, capital cost (CC), operating cost (OC), and total annualized 

cost (TAC) for each period of operation of HEN using PSO. 

 
No. of heat transfer units Total area (𝐦𝟐) 𝐂𝐂 (USD/𝐲𝐞𝐚𝐫) 𝐎𝐂 (𝐔𝐒𝐃/𝐲𝐞𝐚𝐫) TAC (𝐔𝐒𝐃/𝐲𝐞𝐚𝐫) 

Period 1 17 15,673.9 186,540 19,427,278 19,613,818 

Period 2 20 18,092.4 217,915 25,300,954 25,518,869 

Period 3 21 20,239.3 233,407 27,590,386 27,823,794 

 

Table 3.13. Data for the integrated HEN using PSO. 

Exchanger label 
Assigned area 

(m2) 
Period 

Match  

(i, j, k) 
Exchanger label 

Assigned area 

(m2) 
Period 

Match  

(i, j, k) 

A 5,259.90 

1 3,2,3 

L 375.4 

1 HU,1,0 

2 4,2,3 2 2,CU,4 

3 9,9,1 3 4,CU,4 

B 3,168.50 

1 2,2,2 

M 342 

1 HU,6,0 

2 1,CU,4 2 HU,1,0 

3 1,CU,4 3 HU,5,0 

C 2,641.20 

1 1,CU,4 

N 251.1 

1 8,CU,4 

2 9,9,1 2 HU,9,0 

3 3,3,2 3 7,5,3 

D 2,122.60 

1 3,3,2 

O 200.5 

1 5,CU,4 

2 3,3,2 2 HU,6,0 

3 HU,8,0 3 HU,6,0 

E 1,453.10 

1 6,3,1 

P 134.7 

1 7,CU,4 

2 6,3,1 2 8,CU,4 

3 6,3,1 3 8,CU,4 

F 1,326.50 

1 HU,4,0 

Q 115.8 

1 HU,7,0 

2 HU,4,0 2 5,CU,4 

3 HU,4,0 3 5,CU,4 

G 1,075.10 

1 4,CU,0 

R 113.5 

1 - 

2 HU,8,0 2 HU,7,0 

3 4,1,2 3 HU,1,0 

H 741.1 

1 3,CU,4 

S 92.4 

1 - 

2 3,CU,4 2 7,CU,4 

3 3,CU,4 3 HU,7,0 

I 557.6 

1 HU,2,0 

T 29.8 

1 - 

2 4,CU,4 2 HU,10,0 

3 HU,2,0 3 HU,10,0 

J 503.6 

1 HU,5,0 

U 25.7 

1 - 

2 HU,2,0 2 - 

3 HU,9,0 3 7,CU,4 
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K 376.4 

1 2,1,1 
    

2 HU,5,0 
    

3 2,CU,4         

 

Tables 3.14, 3.15 and 3.16 compare the utility demand, area and costs between processes 

without any energy integration, with project energy integration, with energy integration proposed in 

this study for each period and with the integrated HEN (that is, HEN that integrates all periods and 

assumes the utility demand of proposed HEN for each period). The operating cost has an order of 

magnitude of 10
2
 greater than the investment cost. Thus, the TAC is more influenced by the operating 

cost. This information is important when comparing the TAC of processes with energy integration 

proposed in this study for each period with the integrated HEN. For Periods 1, 2 and 3, the TAC for 

the process with the integrated HEN is 0.26%, 0.07% and 0.01% higher than the TAC for the process 

with energy integration proposed for each period, respectively. Since the variations in TAC are small 

among these two processes (i.e., with energy integration proposed for each period and with integrated 

HEN), a small additional investment allows the process to be more flexible. Note that the HENs 

synthesized have few heat exchanger units (that is, a large amount of energy of cold streams is 

supplied by hot utility and of hot streams is withdrawn by cold utility). This inference also contributes 

to utility cost being more representative than capital cost.  

 

Table 3.14. Comparison among the processes without energy integration (S1), with project energy 

integration (S2), with energy integration proposed in this work (S3) and with the integrated HEN (S4) 

using PSO for Period 1. 

Parameter 

Period 1 

S1 S2 S3 S4 

CU (kW) 171,477 120,324 96,462 96,462 

HU (kW) 227,505 176,352 152,490 152,490 

Area (m
2
) 8,602.4 9,782.4 15,673.9 20,906.5 

Cost of utility(USD/year) 30,351,067 22,902,099 19,427,278 19,427,278 

Cost of HEN (USD/year) 137,644 144,668 186,540 236,570 

TAC (USD/year) 30,488,710 23,046,767 19,613,818 19,663,848 
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Table 3.15. Comparison among the processes without energy integration (S1), with project energy 

integration (S2), with energy integration proposed in this work (S3) and with the integrated HEN (S4) 

using PSO for Period 2. 

Parameter 

Period 2 

S1 S2 S3 S4 

CU (kW) 250,778 131,698 122,871 122,871 

HU (kW) 327,924 208,844 200,017 200,017 

Area (m
2
) 12,656.7 14,722.4 18,092.4 20,906.5 

Cost of utility(USD/year) 43,926,941 26,586,353 25,300,954 25,300,954 

Cost of HEN (USD/year) 184,932 195,126 217,915 236,570 

TAC (USD/year) 44,111,874 26,781,480 25,518,869 25,537,524 

 

Table 3.16. Comparison among the processes without energy integration (S1), with project energy 

integration (S2), with energy integration proposed in this work (S3) and with the integrated HEN (S4) 

using PSO for Period 3. 

Parameter 

Period 3 

S1 S2 S3 S4 

CU (kW) 329,729 142,713 124,476 124,476 

HU (kW) 428,282 241,266 223,029 223,029 

Area (m
2
) 14,623.6 19,647.7 20,239.3 20,906.5 

Cost of utility(USD/year) 57,479,601 30,246,083 27,590,386 27,590,386 

Cost of HEN (USD/year) 205,998 218,640 233,407 236,570 

TAC (USD/year) 57,685,599 30,464,722 27,823,794 27,826,957 

 

Table 3.17 shows saving of utility cost, steam demand and TAC of processes without and 

with energy integration. Special attention is given to the process with the integrated HEN, because a 

multiperiod HEN design allows the biorefinery to operate with different bagasse fractions diverted to 

second generation ethanol production. Process with the integrated HEN presents reduction in TAC of 

36%, 42% and 52% when compared to the process without energy integration for Periods 1, 2 and 3, 



Thesis – Cássia Maria de Oliveira 

59 

 

respectively. Process with the integrated HEN presents reduction in TAC of 15%, 5% and 9% when 

compared to the process with project energy integration for Periods 1, 2 and 3, respectively. As the 

HEN that integrates all periods has the same utility demand of proposed HEN for each period, the 

saving in steam will be equal. For these processes, reductions in steam consumption reach 33%, 39% 

and 48% when compared to the process without energy integration for Periods 1, 2 and 3, respectively, 

and 14%, 4% and 8% when compared to the process with project energy integration for Periods 1, 2 

and 3, respectively. Such values indicate energy integration turn possible that more bagasse (compared 

to the same process without any energy integration) can be deviated to second generation ethanol 

production or the cogeneration system. However, only a fraction of the bagasse saved can be deviated 

to 2G ethanol section, since the surplus 2G ethanol will imply greater steam demand. Note that these 

improvements will be marginal in processes with the HEN synthesized for each period and with the 

integrated HEN when compared to the process existing in Brazilian plants (i.e., the process with 

project integration), since reductions in TAC and steam demand are small and only a fraction of that 

bagasse saved can be used to produce 2G ethanol. In order to extend the analysis of the magnitude of 

these improvements, Pinch Analysis was performed to each period with Tmin = 1 K. For all periods, 

the energy demand of the integrated HEN is higher than the Pinch Analysis solution (i.e., the hot 

utility demand of solutions using PSO method is two times greater than hot utility demand using Pinch 

Analysis and the cold utility demand of solutions using PSO method is six times greater than cold 

utility demand using Pinch Analysis). Since the operating cost has more influence on the TAC, the 

solutions obtained by PSO algorithm are poor. Such results are due to the difficulty of the PSO 

algorithm when dealing, mainly, with integer variables in large-scale problems. Thus, strategies, such 

as other mathematical algorithms or modifications in the model, should be proposed for solving the 

multiperiod HEN problem in order to find better solutions.  

As previously discussed, bypasses must be installed in heat exchangers with greater assigned 

area than required area in order to meet the designed stage temperatures and the designed streams target 

temperatures. Table 3.18 shows bypasses for cold streams in heat exchangers with surplus area. 
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Table 3.17. Saving of utility cost, hot utility (HU) and total annualized cost (TAC) of processes with 

energy integration proposed in this study for each period (S3) and with the integrated HEN (S4) using 

PSO in relation to the processes without energy integration (S1) and with project energy integration (S2). 

Saving (%) 

Period 1 Period 2 Period 3 

S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 

Cost of utility  35.99 15.17 35.99 15.17 42.40 4.83 42.40 4.83 52.00 8.78 52.00 8.78 

HU 32.97 13.53 32.97 13.53 39.01 4.23 39.01 4.23 47.92 7.56 47.92 7.56 

TAC 35.67 14.90 35.50 14.68 42.15 4.71 42.11 4.64 51.77 8.67 51.76 8.66 

 

Table 3.18. Bypass for cold streams in heat exchangers. 

Bypass (%) 

Match 

(2,1,1) (3,2,3) (3,3,2) (4,2,3) (6,3,1) (7,5,3) 

Period 1 74.4 20.5 8.3 

 

33.8 

 

Period 2 

   

9.8 21.1 

 

Period 3 

  

6.4 

  

99.1 

 

3.5 Conclusion 

 

Energy integration is a process integration technique that enables to reduce energy 

consumption by means of a heat exchanger network. For sugarcane biorefineries, energy integration 

allows to increase energy security, decrease environmental resources consumption and, consequently, 

contributes to making viability of 2G ethanol a reality. However, sugarcane industry can vary the 

production of ethanol and electricity depending on the demand, which influences the HEN design. To 

attack this problem, the methodology for the multiperiod HEN synthesis was used. For each period, an 

MINLP problem was solved and then an automatic integration of HENs obtained in each period was 

performed. The results demonstrated a reduction in TAC of HEN proposed in this work compared 

with processes without any energy integration and with project energy integration. In process with the 

integrated HEN, the saving in TAC can reach 52% when compared to the process without energy 

integration and 15% when compared to the process with project energy integration. Furthermore, the 
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process with the integrated HEN can save up to 48% and up to 14% of steam in relation to processes 

without energy integration and with project energy integration, respectively. Note that these results are 

marginal improvements when compared to the process with project integration (i.e., the process 

commonly found in Brazilian plants), since only a fraction that bagasse saved can be diverted to 2G 

ethanol section. Thus, more studies, such as solving the problems with other mathematical strategies, 

are required in order to obtain better results. 

 

Nomenclature 

 

Variables 

 

A [m
2
] Heat exchanger area 

Acu [m
2
] Cooler area 

Ahu [m
2
] Heater area 

Ctotal [USD/year] Annualized total cost 

Fc [-] Fraction of cold stream 

Fh [-] Fraction of hot stream 

LMTD [K] Logarithmic mean temperature difference 

Q [kW] Heat load in a heat exchanger  

Qcu [kW] Heat load in a cooler 

Qhu [kW] Heat load in a heater 

Qmax [kW] Maximum heat load 

TAC [USD/year] Total annualized cost 

Tchuin [K] Inlet temperature of the cold stream in a heater 

Thcuin [K] Inlet temperature of the hot stream in a cooler 

Tcin [K] Inlet temperature of the cold stream in a heat exchanger 

Thin [K] Inlet temperature of the hot stream in a heat exchanger 

Tcout [K] Outlet temperature of the cold stream in a heat exchanger 

Thout [K] Outlet temperature of the hot stream in a heat exchanger 
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Tcmix [K] Mixture temperature of the cold stream after mixer 

Thmix [K] Mixture temperature of the hot stream after mixer 

U [kW/(m
2
 K)] Overall coefficient of heat transfer 

z [-] Binary variable representing existence of a heat exchanger 

zcont [-] Continuous variable representing existence of a heat exchanger 

zcu [-] Binary variable representing existence of a cooler 

zhu [-] Binary variable representing existence of a heater 

θ
(1) 

[K] Temperature approximation at the hot end of a heat exchanger 

θ
(2)

 [K] Temperature approximation at the cold end of a heat exchanger 

∆T [K] Temperature Difference 

 

Parameters 

a [USD/year] Annual fixed cost coefficient for heat exchangers 

aF [USD/kJ] Fuel cost per unit of energy 

b [USD/(m
2 
year)] Annual variable cost coefficient for heat exchangers 

c [-] Area cost exponent 

CB [USD/tonne] Cost of bagasse 

ccu [USD/(kW year)] Cost of cold utility  

CF [USD/kg] Fuel cost for steam generation 

CG [USD/kg] Total cost for steam generation 

chu [USD/(kW year)] Cost of hot utility 

CPc [kW/K] Heat capacity of the cold stream 

CPh [kW/K] Heat capacity of the hot stream 

CW [USD/m
3
] Cost of cooling water 

EMAT [K] Minimum temperature approximation in the heat exchanger 

hc [kW/(m
2
 K)] Heat transfer convective coefficient of the cold stream 

hh [kW/(m
2
 K)] Heat transfer convective coefficient of the hot stream 
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hIN [kJ/kg] Enthalpy of cooling water at inlet cooler 

hOUT [kJ/kg] Enthalpy of cooling water at outlet cooler 

hCOND [kJ/kg] Enthalpy of condensation 

HS [kJ/kg] Enthalpy of steam  

hW [kJ/kg] Enthalpy of boiler feedwater 

k [-] Number of the stage 

LHV [kJ/kg] Lower heating value 

Tc
0
 [K] Initial temperature of the cold stream 

Tc
final

 [K] Final (target) temperature of the cold stream 

Th
0 

[K] Initial temperature of the hot stream 

Th
final

 [K] Final (target) temperature of the hot stream 

𝑣 [m
3
/kg] Specific volume 

 [%] Boiler efficiency in relation to LHV 

 [h/year] Operation time 

 

Data set 

NC [-] Cold streams 

NH [-] Hot streams 

NS [-] Stages 

 

Subscripts  

i Cold streams 

j Hot streams 

k Stage superstructure 

 

Text  

HE Heat exchanger 
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HEN Heat exchanger network 

HENs Heat exchanger networks 

LP Linear Programming 

MILP Mixed Integer Linear Programming 

MINLP Mixed Integer Nonlinear Programming 

NL Nonlinear Programming 

PSO Particle Swarm Optimization 

 

Particle Swarm 

c1 Constant of Particle Swarm algorithm 

c2 Constant of Particle Swarm algorithm 

fBp Position with the best value of the objective function already obtained by the 

particle p (the best local solution) 

gBp Position with the best value of the objective function already obtained by the 

swarm (the best global solution) 

r1 Random number with uniform distribution in the interval [0 , 1] 

r2 Random number with uniform distribution in the interval [0 , 1] 

vp Particle velocity 

w Inertia weight 

xp Particle position 
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4 Chapter 4 

Energy Integration of a Sugarcane Biorefinery using Simulated Annealing and Rocket Fireworks 

Optimization 

 

As presented in the previous chapter, the problem of heat exchanger network (HEN) 

synthesis in a biorefinery, solved by Particle Swarm Optimization (PSO), showed only marginal 

improvements in the process compared to the process already existing in Brazilian plants. The PSO 

algorithm is a method originally developed for continuous optimization and adaptations are performed 

to deal with binary optimization. In the previous chapter, a rounding function was used to adapt the 

PSO to binary variables. This strategy is commonly good for small-scale problems. However, in large-

scale problems, as HENs synthesis in biorefineries, challenges in mathematical optimization using that 

algorithm were expected. To circumvent this problem, a hybrid method composed by Simulated 

Annealing (SA) and Rocket Fireworks Optimization (RFO) was used to solve Mixed Integer 

Nonlinear Programming problems. This approach was developed by Pavão et al. (2017) and presented 

good results for large-scale HEN problems of single-period (PAVÃO et al., 2017) and multiple 

periods (PAVÃO et al., 2018a,b). The results of energy integration applied to one biorefinery case 

study using SA-RFO are better than solutions with PSO algorithm presented in the previous chapter 

and it is able to achieve significant savings. These results are presented in the following text, “Process 

Integration of a Multiperiod Sugarcane Biorefinery”, which was published in Applied Energy (v.213, 

p.520-539, 2018). It was structured into five main topics: introduction; approach for solving the 

multiperiod HEN problem; sugarcane biorefinery; results and discussions; and conclusion.     
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H I G H L I G H T S

• A Multiperiod Heat Exchanger Network is proposed for a sugarcane biorefinery.

• The energy integration is able to increase energy security.

• More bagasse becomes available to produce second generation ethanol or electricity.

• The solution scheme is based on an efficient meta-heuristic method.

• Total Annualized Cost and energy demand reduction are obtained.

A R T I C L E I N F O

Keywords:
Sugarcane biorefinery
1G/2G ethanol
Multiperiod Heat Exchanger Network
Mixed integer nonlinear programming
Simulated annealing
Rocket Fireworks Optimization

A B S T R A C T

Process integration in sugarcane biorefineries allows reducing steam consumption. As a consequence, the ba-
gasse surplus can be diverted to second generation ethanol production. Furthermore, sugarcane plants can vary
the production of ethanol and electricity, depending on the demand. For those reasons, equipment present in the
plant might be required to operate under different conditions. This study presents the energy integration of a
sugarcane biorefinery. A Mixed Integer Nonlinear Programming (MINLP) optimization model is proposed to
solve the problem of synthesizing a Heat Exchanger Network (HEN) able to periodically operate under the
distinct conditions required in the biorefinery, i.e., a multiperiod HEN. For solving the MINLP problem, a hybrid
metaheuristic approach was used, which combines Simulated Annealing and Rocket Fireworks Optimization.
The proposed strategy achieved lower HEN total annualized cost (TAC) when compared with the project energy
integration that is commonly found in Brazilian plants. This reduction in TAC, in particular in utilities demand,
allows the surplus bagasse to be available for the most suitable application: produce 2G ethanol or more elec-
tricity.

1. Introduction

Sugarcane mills present economic importance not only in ethanol
and sugar production, but also in the generation of electricity from
sugarcane biomass. Sugarcane bagasse is burned in the boiler and the
steam produced moves the turbines and generates energy. Cogeneration
process reduces energy costs in the plant, supplies internal energy de-
mand and, in many cases, allows selling the surplus.

A sugarcane biorefinery can be defined as an industrial process able

to produce different products and by-products (sugar, 1G/2G ethanol
and electricity) from the main raw material (sugarcane). The current
efforts to turn 2G ethanol production process viable aim, among other
goals, at increasing energy security and decreasing environmental re-
sources consumption, since 2G ethanol turns possible the increase of
production of this biofuel without the increase of cultivated land area.
However, 2G ethanol technology is still not consolidated and requires
studies to allow the integrated first and second generation ethanol
production process to be more sustainable and economic.
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Some important computational studies in sugarcane biorefineries
were published, considering the simulation of first and second ethanol
generation process [1], the evaluation of technical configurations for
bioenergy production with sugarcane bagasse [2], the process flex-
ibility in second generation ethanol and electricity production [3], an

economic perspective of ethanol production costs in Brazil [4], and the
optimization and comparison of processes for 1G/2G ethanol and
electricity production [5]. Recently, studies applied to biorefineries
include the process optimization involving process and environmental
criteria [6], the evaluation of potential of CO2 as a carbon source for

Nomenclature

Variables

A heat exchanger area [m2]
Acu cooler area [m2]
Ahu heater area [m2]
Ctotal annualized total cost [USD/year]
Fc fraction of cold stream [–]
Fh fraction of hot stream [–]
LMTD logarithmic mean temperature difference [K]
Q heat load in a heat exchanger [kW]
Qcu heat load in a cooler [kW]
Qhu heat load in a heater [kW]
Qmax maximum heat load [kW]
TAC total annualized cost [USD/year]
Tchuin inlet temperature of the cold stream in a heater [K]
Thcuin inlet temperature of the hot stream in a cooler [K]
Tcin inlet temperature of the cold stream in a heat exchanger

[K]
Thin inlet temperature of the hot stream in a heat exchanger

[K]
Tcout outlet temperature of the cold stream in a heat exchanger

[K]
Thout outlet temperature of the hot stream in a heat exchanger

[K]
Tcmix mixture temperature of the cold stream after mixer [K]
Thmix mixture temperature of the hot stream after mixer [K]
U overall coefficient of heat transfer [kW/(m2 K)]
z binary variable representing existence of a heat exchanger

[–]
zcu binary variable representing existence of a cooler [–]
zhu binary variable representing existence of a heater [–]
θ(1) temperature approximation at the hot end of a heat ex-

changer [K]
θ(2) temperature approximation at the cold end of a heat ex-

changer [K]
ΔT temperature difference [K]

Parameters

a annual fixed cost coefficient for heat exchangers [USD/
year]

a′ fixed cost coefficient for heat exchangers [USD]
aF fuel cost per unit of energy [USD/kJ]
b annual variable cost coefficient for heat exchangers [USD/

(m2 year)]
b′ variable cost coefficient for heat exchangers [USD/m2]
c area cost exponent [–]
c′ area cost exponent [–]
CB cost of bagasse [USD/tonne]
ccu cost of cold utility [USD/(kW year)]
CF fuel cost for steam generation [USD/kg]
CG total cost for steam generation [USD/kg]
chu cost of hot utility [USD/(kW year)]
CPc heat capacity of the cold stream [kW/K]

CPh heat capacity of the hot stream [kW/K]
CW cost of cooling water [USD/m3]
EMAT minimum temperature approximation in the heat ex-

changer [K]
hc heat transfer convective coefficient of the cold stream

[kW/(m2 K)]
hh heat transfer convective coefficient of the hot stream [kW/

(m2 K)]
hIN enthalpy of cooling water at inlet cooler [kJ/kg]
hOUT enthalpy of cooling water at outlet cooler [kJ/kg]
hCOND enthalpy of condensation [kJ/kg]
HS enthalpy of steam [kJ/kg]
hW enthalpy of boiler feedwater [kJ/kg]
k number of the stage [–]
LHV lower heating value [kJ/kg]
t plant life [h/year]
Tc0 initial temperature of the cold stream [K]
Tcfinal final (target) temperature of the cold stream [K]
Th0 initial temperature of the hot stream [K]
Thfinal final (target) temperature of the hot stream [K]
u annual capital interest [–]

̂v specific volume [m3/kg]
η boiler efficiency in relation to LHV [%]
θ annualization factor [1/year]
τ operation time [h/year]

Data set

NC cold streams [–]
NH hot streams [–]
NS stages [–]

Subscripts

i cold streams
j hot streams
k stage superstructure

Text

CSA Continuous Simulated Annealing
GA Genetic Algorithm
HS Harmonic Search
HEN Heat Exchanger Network
HENs Heat Exchanger Networks
LP Linear Programming
MILP Mixed Integer Linear Programming
MINLP Mixed Integer Non-Linear Programming
NL Non-Linear Programming
NIM-SWS Nonisothermal Mixing Stage-wise Superstructure
SA Simulated Annealing
SQP Sequential Quadratic Programming
SWS Stage-wise Superstructure
PSO Particle Swarm Optimization
RFO Rocket Fireworks Optimization
TS Tabu Search
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synthetic methane production [7] and the evaluation of impact of su-
garcane hybrids in ethanol, sugar, and electricity production [8].

Process integration techniques provide increased efficiency of the
process productivity, improved profitability, and, at the same time,
reduced use of environmental resources and generation of residues.
Energy integration is one of the process integration techniques and one
of its fundamental tasks is the synthesis of the Heat Exchanger Network
(HEN). Former methods were based on heuristic rules and thermo-
dynamic insights, such as the well-known Pinch Analysis. Aiming for an
automated HEN synthesis, mathematical optimization models to tackle
the problem have been developed. Given the problem complexity, some
models required a sequential approach for achieving solutions, such as
Papoulias and Grossmann’s [9]. A simultaneous one-step approach re-
quires a superstructure-based MINLP formulation [10], such as the
model of Yee and Grossmann [11], which is well accepted and used as
basis to other models in HEN synthesis literature. Simultaneous stra-
tegies make it possible to find better solutions, but require more com-
putational effort and well-elaborated solution schemes given the non-
linearities and non-convexities present in the mathematical
formulations for this type of problem.

In recent years, many studies to help solving these problems via
hybrid metaheuristic approaches have been proposed. These ap-
proaches rely on randomness to find better solutions and are attractive
since they require no advanced mathematical concepts, as in determi-
nistic methods. Lewin [12] introduced a two-level optimization model.
The approach consists in solving the problem at the upper level for
integer variables and at the lower level for continuous variables. The
partition of the problem into two levels allows solving large problems
with reasonable computational effort and very promising results can be
achieved. In the mentioned work [12], the Genetic Algorithm (GA) was
used at both levels of the problem. Recently, Martelli et al. [13] used
Variable Neighborhood Search (VNS) in the upper level and the Se-
quential Quadratic Programming (SQP) in the lower level optimization.
Note that SQP is a deterministic approach, thus this method is a hy-
bridization between a stochastic and a deterministic method. Pavão
et al. [14] used Simulated Annealing (SA) and Rocket Fireworks Opti-
mization (RFO) in the upper and lower level, respectively. This sort of
strategy was also used with Differential Evolution (DE) at both levels by
Yerramsetty and Murty [15], combining Harmonic Search (HS) and
Sequential Quadratic Programming (SQP) by Khorasany and Fes-
anghary [16], Tabu Search (TS) and Sequential Quadratic Programming
(SQP) by Chen et al. [17], Genetic Algorithm (GA) and Simulated An-
nealing (SA) by Luo et al. [18], Genetic Algorithm (GA) and Particle
Swarm Optimization (PSO) by Pavão et al. [19] and Simulated An-
nealing (SA) and Particle Swarm Optimization (PSO) by Pavão et al.
[20].

Energy integration of sugarcane biorefinery aims at minimizing
total annual cost, taking into account the utilities consumption by
means of a HEN and its corresponding investment cost. An important
parameter for energy integration of biorefineries is the steam con-
sumption, since lower steam consumption in the plant requires less
bagasse to be destined to the cogeneration system, and then the surplus
bagasse can be made available for second generation ethanol produc-
tion. Therefore, energy integration enables improvements in the bior-
efinery, such as increased ethanol production, reduced costs and better
use of environmental resources. However, in a flexible plant, sugarcane
bagasse fractions diverted to 2G ethanol production and to the cogen-
eration system can vary, according to variations in the prices of ethanol
and electricity, which, ultimately, determines 2G ethanol and surplus
electricity production, as well as internal process utilities demands. The

heat exchanger network synthesized should, therefore, be able to meet
the different process conditions.

Studies in this regard include methodologies for the design of flexible
heat exchanger networks, which allow fluctuations in some process para-
meters, such as flow rates and temperatures. Among the approaches used to
tackle this problem, a common practice is to synthesize multiperiod net-
works, which can operate under different established conditions. The op-
timization problem formulated to the synthesis of HEN for multiperiod
operations can be solved using sequential or simultaneous approaches.
Pinch Analysis was used in early multiperiod HEN studies, e.g., those by
Tjoe and Linnhoff [21] and Ravagnani and Módenes [22]. Floudas and
Grossmann [23] presented a Mixed Integer Linear Programming (MILP)
formulation for heat exchanger networks synthesis for multiperiod opera-
tions as an extension of the Papoulias and Grossmann’s [9] model, aiming at
obtaining the minimum utilities cost and the minimum number of units in
the heat exchanger network, in each period. Afterwards, the automatic
generation of minimum investment cost for a multiperiod model was de-
veloped by Floudas and Grossmann [24], based on the NLP model for
single-period of Floudas et al. [25]. Miranda et al. [26] proposed an ap-
proach similar to the previous work [24], finding better results. The si-
multaneous approach for flexible networks synthesis for multiperiod op-
erations was introduced by Aaltola [27], extending the MINLP model of Yee
and Grossmann [11]. The author, however, assumed the average of the
areas required by the units in each period to calculate their costs. That
would yield slightly underestimated capital costs. Verheyen and Zhang [28]
were able to tailor a model where the larger area required by a unit among
all periods was considered in capital costs calculation. The superstructure
model of Yee and Grossmann [11] and the maximal area consideration
were used as basis in the work of Pavão et al. [29], who employed a meta-
heuristic method to solve the model and achieve multiperiod HENs. Re-
cently, Jiang and Chang [30,31] demonstrated a timesharing mechanism
for multiperiod HEN. This concept differs from that employed in works
cited so far, where solutions comprised a set of heat exchangers sized to
perform feasibly the same service in all operating periods. Under Jiang and
Chang’s timesharing concept [30,31], a heat exchanger (HE) can perform
different stream pairing depending on the period, overcoming overdesign
and periods’ duration uncertainty issues. That concept was further adopted
by Miranda et al. [32], who improved the HEN synthesis model of Jiang
and Chang [30], being able to achieve better results; and by Pavão et al.
[33], who presented significant improvements to multiperiod HEN synth-
esis with timesharing mechanisms via employment of a stochastic optimi-
zation approach. That approach consists in applying the scheme of Jiang
and Chang [30] followed by an areas re-optimization stage, which allows
more efficient use of the area available in devices.

Energy integration studies were performed with sugarcane bior-
efineries for 1G ethanol and sugar production [34] and 1G/2G ethanol
production [35]. However, these studies used Pinch Analysis and did
not consider process flexibility to operate under different conditions.
These assumptions and the adopted approach allow obtaining good
solutions, but when different process conditions are considered and
optimization methods for the minimization of total annual costs are
applied, better and more realistic solutions can be attained.

In that sense, this work aims to explore the identified gaps in the
study of sugarcane biorefinery heat integration: to solve the problem
with an energy integration technique different from Pinch Analysis and
to consider the possibility of operating the process under different
conditions. For filling the gaps, a multiperiod MINLP approach was
used for the HEN synthesis in a biorefinery that produces 1G/2G an-
hydrous ethanol and electricity. The periods differ essentially in the
bagasse fraction diverted to second generation ethanol production. This
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fraction is responsible for changing the flow rates of many streams in
the integrated process. However, it is difficult to estimate the durations
of the periods, because they depend on a series of factors such as market
prices for ethanol and electricity. In that manner, the concepts of
timesharing mechanisms proposed by Jiang and Chang [30] are sui-
table for the multiperiod HEN synthesis here proposed. For each period,
the MINLP problem was solved using the hybridized method of SA and
RFO presented by Pavão et al. [14]. SA-RFO was able to achieve pro-
mising solutions to industrial-scale HEN synthesis cases, being also re-
cently adapted to handle a multi-objective formulation [36].

The synthesis of HEN in biorefineries has as one of the main goals to
reduce the steam consumption in the process so that more bagasse can
be diverted to 2G ethanol or electricity production. Besides that, it can
help increasing energy security and decreasing environmental resources
consumption. In that manner, it is expected that it can help making 2G
ethanol production process viable. In this work, assumptions made for
deriving the HEN model and that are commonly employed in the lit-
erature are presented in Section 2.1. It is worth noting that the HEN
synthesized in this study can operate under multiple operation condi-
tions, which provides flexibility to the biorefinery.

2. Approach for solving the multiperiod HEN problem

2.1. HEN mathematical model

In this work, a MINLP model is solved for each period separately.

The superstructure used is based on stage-wise superstructure (SWS) of
Yee and Grossmann [11], but the original assumption of isothermal
mixing is not here adopted (nonisothermal mixing stage-wise super-
structure, NIM-SWS). To make the HEN more practical from a design
perspective, a minimal value of 1.0m2 for heat exchanger areas is as-
sumed, as well as a maximum value of 5500m2 for heat exchanger
areas. In addition, process streams with phase change are present. A
rigorous modeling of such streams would make the HEN synthesis
problems even more difficult to solve since it would require extra
constraints. A common approach in HEN synthesis problems in which
latent heat is present is to consider latent heat as equivalent to a large
heat capacity over a small temperature difference (usually equal to
1.0 K). Other usual assumptions are constant film heat transfer coeffi-
cients and non-consideration of fouling and pressure drop effects.
Piping costs are also not included in the model. These assumptions were
used in this study to simplify the calculations. Since the equations of the
MINLP model are well known in the literature, those are provided in
Appendix A. The calculation of the number of variables of MINLP model
is detailed in Supplementary Material.

2.2. Simulated Annealing and Rocket Fireworks Optimization

In this study, a hybrid stochastic method was used to solve a single
MINLP problem for the conditions of each period. The hybrid approach
was developed by Pavão et al. [14]. It is based on Simulated Annealing
(SA) and a newly developed approach so-called Rocket Fireworks

Fig. 1. Diagram of 1G/2G anhydrous ethanol and electricity production.
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Optimization (RFO). SA is used in upper level for combinatorial opti-
mization (zi,j,k) and RFO is used in lower level for continuous variables
optimization (Qi,j,k, Fhi,j,k and Fci,j,k). The method is written in C++
language, which can yield fast optimization CPU times and whose
compilers and development environments can be easily obtained free of
charges.

SA is a local search method of easy implementation to solve large-
scale combinatorial problems proposed by Kirkpatrick et al. [37]. Pavão
et al. [14,20] adapted SA to tackle HEN synthesis problem through a
rather simple exploration move, where a random HE is added to the
HEN structure at a time.

Continuous level optimization uses the Rocket Fireworks
Optimization [14], which combines a modified SA (Continuous Simu-
lated Annealing, CSA) with the Particle Swarm Optimization (PSO)
algorithm [38]. This method mimics both the “firework tail” (single
CSA solution) and the explosion (randomly generated PSO solutions) of
a firework.

CSA is employed to find solutions in a promising region. It is based
on random movements (i.e., random quantities are added/removed
from continuous variables). The random moves are applied to con-
tinuous variables selected by a trivial roulette method. The final CSA
solution is maintained and becomes a member of the PSO scheme. With
such promising solution included in its initial population, PSO is then
able to “refine” that result, finding a better HEN configuration. The
interested reader is referred to Pavão et al. [14] for a more detailed
explanation on the strategies used to maintain solutions feasibility.
Other computational aspects of SA-RFO, such as parameters tuning, are
also found therein.

It is important to mention that the HEN synthesis problem, when
mathematically formulated as an optimization problem, is sensitive to
the solution method. For instance, preliminary tests carried out to the
biorefinery case study by the present authors with PSO algorithm led to
results with marginal improvement only. For this reason, a hybrid
meta-heuristic method (SA-RFO) was chosen, which was efficiently
used for HEN synthesis in previous works [14,29,33].

2.3. Procedure for periods integration

In order to integrate heat exchanger networks of all periods, the
strategy of Jiang and Chang [30] is used, which involves solving the
MINLP model separately for each period and applying a timesharing
strategy to integrate all HENs into a single one. This approach allows
dealing with periods of durations that cannot be easily estimated, using
the same heat exchanger for different pairs of streams matched in dif-
ferent periods. Given that the solution is not limited to a fixed duration
of periods, the methodology suits perfectly well to the sugarcane
biorefinery case, which may need to be adjusted due to unexpected
changes in supplies, demand, prices and/or process conditions. After
solving the problem for each period, the procedure to integrate all
HENs is applied. This procedure is briefly described in Appendix B.
More details about the procedure are provided in the work of Jiang and
Chang [30].

A cleaning step among the periods may be necessary to prevent
contamination inside the heat exchangers. Moreover, in order to allo-
cate the correct matching of streams in a certain period to a device, a set
of bypasses must be designed. However, the capital costs due to the use
of valves and pipes for the design of the bypasses are not considered in
the objective function of this study, similarly to the works conducted by
Jiang and Chang [30,31] and Miranda et al. [32]. Those authors also
assumed as negligible the dead times required for shutdown, cleaning,

and starting up the plant between each operation condition change,
since their duration is typically of hours or days, which is rather small
when compared to steady plant operation times (months). In that
manner, no costs associated to such idle plant periods are included in
the models. Moreover, the duration and costs of such plant inactivity
periods, and the number of times those transitions might apply is dif-
ficult to accurately estimate. Some additional information is needed for
performing those predictions, such as cleaning and startup schedules. If
such data is available, dead times and their associated costs might as
well be included in a more thorough mathematical model. Furthermore,
it is worth stressing that the timesharing approach applied in this work
is employed to circumvent the uncertainty associated with predicting
durations of each period of plant operation condition. With that
methodology, it is possible to use efficient multiperiod HEN that per-
forms well in all predicted conditions regardless of the period duration.
The works of Jiang and Chang [30,31] and Miranda et al. [32] de-
monstrated that this strategy leads to costs reduction when compared to
the typical approach of using a fixed set of equipment designed to
perform heat integration in all possible operating conditions of a given
plant. The usual multiperiod approach takes periods’ duration into ac-
count, which may lead to a HEN more fit to conditions of periods that
are expected to last longer. If those period durations are much un-
certain, as in the biorefinery case, a fixed-services HEN might perform
poorly, which justifies the use of a strategy that does not rely on per-
iods’ duration, as is Jiang and Chang’s [30,31] methodology.

In this work, the biorefinery with HEN synthesized for each period is
named “with energy integration proposed in this study for each period”
and the biorefinery with the multiperiod HEN is named “with in-
tegrated HEN”.

3. Sugarcane biorefinery

3.1. Process description

In this study, a virtual biorefinery modeled in EMSO simulator
(Environment for Modeling, Simulation, and Optimization) was used
[3,39]. Fig. 1 shows the diagram of this 1G/2G anhydrous ethanol and
electricity production process (autonomous distillery). Tables S.1 and
S.2 of the Supplementary Material provide main parameters for bior-
efinery simulation. More information on the simulations can be found
in the cited works of Furlan et al. [3,39].

Brazilian sugarcane biorefineries often present some degree of en-
ergy integration, which depends on the design of each plant. The si-
mulated biorefinery has energy integration between wine and vapor
from the top of Column B (Condenser B), between streams of wine and
vinasse, and between pretreated bagasse and soaking water (these heat
exchangers are indicated in Fig. 1 by E301, E302 and E506). The first
two instances of energy integration are commonly found in Brazilian
mills, while the third is a suggestion of energy integration made by
developers of virtual biorefinery [3,39]. In the present work, the pro-
cess with such degree of energy integration is named as biorefinery
“with project energy integration”. When no energy integration is pre-
sent, every heating and cooling of streams is provided by hot and cold
utilities. The biorefinery process with this feature is then named in this
work as “without energy integration”. A sugarcane biorefinery process
without any energy integration is in fact not a realistic hypothesis, since
the first generation ethanol production process is a consolidated process
and improvement studies have already been made. Therefore, the 1G/
2G ethanol production process has, leastwise, energy integration among
the streams of first generation ethanol process. However, the
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comparison with the process without energy integration is valid, since
the energy integration instance can vary from a plant to another.
Moreover, this comparison denotes the energy recovery achieved by the
model, which can be used as an efficiency parameter for other energy
integration proposals in biorefineries. In Fig. 1, heat exchangers named
E114, E117, E306, E307, E311, E312, E503 and E602 indicate the
supply of energy with hot utility and heat exchangers named E204,
E304, E305, E309, E310, E313 and E315 indicate the withdrawal of
energy by cold utility.

Ethanol production begins with the dry cleaning of sugarcane
(E101). In this study, a fraction of straw is maintained in the plantation
area to preserve the soil and the other fraction is used in the cogen-
eration system to produce steam and electricity. The clean sugarcane is

sent to the extraction system (E105-E109), which consists in separating
the bagasse from sugarcane juice by mills. The juice is chemically and
physically treated (E110-E123) to remove impurities. The clarified juice
is concentrated (E202) in a pre-evaporator to 20° Brix (i.e., 20 g of sugar
per 100 g of solution). After that, the concentrated juice is fed to
bioreactor (E207) for sugar fermentation by Saccharomyces cerevisiae.
The wine from the fermenter is centrifuged (E209) and sent to the
distillation unit (E303 and E308), where anhydrous ethanol is produced
by extractive distillation (E308).

To produce 2G ethanol, bagasse from the extraction section is split
into three fractions: one for the boiler (stream E125), another for the
pretreatment stage (stream E126) and an amount to be kept as a safety
reserve (stream E124). In this work, hydrothermal pretreatment was

Table 1
Stream data for sugarcane biorefinery energy integration.

Stream Corresponding HE in Fig. 1 T0 (K) Tfinal (K) CP (kW/K) h (kW/m2 K)

Period 1
H1 Concentrated juice E204 388 306 638 1.38
H2 Vapor from Column D top (Condenser D) E304 358 357 11,661 1.38
H3 Vapor from Column B top (Condenser B) E305/E301 355 354 60,307 1.38
H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 24,592 1.38
H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2074 1.38
H6 Vinasse E302 385 363 747 1.38
H7 Monoethylene glycol E313 421 353 33 1.38
H8 Anhydrous ethanol E315 351 308 43 1.38
C1 Juice E114 321 343 1256 1.38
C2 Juice E117 343 378 1288 1.38
C3 Wine E301/E302 303 362 867 1.38
C4 Liquid from Column A bottom (Reboiler A) E306 384 385 67,968 1.38
C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,466 1.38
C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 352 1.38
C7 Liquid from recovery column bottom (Reboiler DEH2) E312 411 421 335 1.38

Period 2
H1 Concentrated juice E204 388 306 713 1.38
H2 Vapor from Column D top (Condenser D) E304 358 357 13,086 1.38
H3 Vapor from Column B top (Condenser B) E305/E301 355 354 66,136 1.38
H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 26,942 1.38
H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2272 1.38
H6 Vinasse E302 385 363 862 1.38
H7 Monoethylene glycol E313 421 353 37 1.38
H8 Anhydrous ethanol E315 351 308 47 1.38
H9 Pretreated bagasse E506 468 353 525 1.38
C1 Juice E114 321 343 1256 1.38
C2 Juice E117 343 378 1288 1.38
C3 Wine E301/E302 303 362 995 1.38
C4 Liquid from Column A bottom (Reboiler A) E306 384 385 76,914 1.38
C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 23,510 1.38
C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 386 1.38
C7 Liquid from recovery column bottom (Reboiler DEH2) E312 411 421 367 1.38
C8 Bagasse+ soaking water E503 439 468 523 1.38
C9 Soaking water E506 303 458 418 1.38
C10 Solid fraction (cellulose+ lignin) E602 315 323 206 1.38

Period 3
H1 Concentrated juice E204 388 306 788 1.38
H2 Vapor from Column D top (Condenser D) E304 358 357 14,532 1.38
H3 Vapor from Column B top (Condenser B) E305/E301 355 354 71,935 1.38
H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 29,277 1.38
H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2469 1.38
H6 Vinasse E302 385 363 981 1.38
H7 Monoethylene glycol E313 421 353 40 1.38
H8 Anhydrous ethanol E315 351 308 51 1.38
H9 Pretreated bagasse E506 468 353 1047 1.38
C1 Juice E114 321 343 1256 1.38
C2 Juice E117 343 378 1288 1.38
C3 Wine E301/E302 303 362 1129 1.38
C4 Liquid from Column A bottom (Reboiler A) E306 384 385 86,036 1.38
C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 24,443 1.38
C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 419 1.38
C7 Liquid from recovery column bottom (Reboiler DEH2) E312 411 421 398 1.38
C8 Bagasse+ soaking water E503 439 468 1042 1.38
C9 Soaking water E506 303 458 834 1.38
C10 Solid fraction (cellulose+ lignin) E602 315 323 410 1.38

C.M. Oliveira et al. Applied Energy 213 (2018) 520–539

525

75



chosen because it presents promising results in laboratory scale and, at
the same time, does not use any raw material besides water [40]. In
hydrothermal pretreatment, bagasse is pressurized (E501), mixed to the
soaking water (E502) and then sent to the pretreatment reactor (E504).
After the pretreatment, two fractions are obtained (and separated in
filter E510), one enriched with sugars from hemicellulose (liquid frac-
tion) and the other enriched with cellulose and lignin (solid fraction).
The resulting liquid fraction, rich in hydrolysis products from hemi-
cellulose (xylose), is discarded. The solid fraction is sent to the enzy-
matic cellulose hydrolysis (E604) to convert cellulose into glucose. Fi-
nally, the resulting mixture is filtered (E606). The liquid fraction is sent
to the concentration step (E202), along with the sugarcane juice, while
the solid fraction, consisting mainly of lignin, is sent to the boiler
(E403).

Energy cogeneration system can operate with or without con-
densation turbine, depending on the purpose of the plant. The simula-
tions present in this study allow choosing not to use the condensation
turbine, when the objective is to produce ethanol, and using the con-
densation turbine, when the objective is to increase the surplus of
electricity. In the cogeneration system without the condensation tur-
bine, the steam generated in the boiler (E403) is sent to three back
pressure turbines (E405, E411 and E418), where turbine extraction
steam is produced at 17.4 bar, 6.0 bar and 2.5 bar. The turbine extrac-
tion steam at 17.4 bar (outlet of E405) is used in the pretreatment stage
(E503), while the turbine extraction steam at 6 bar (outlet of E411) is
used in the dehydration columns (reboilers indicated by E311 and
E312). The turbine extraction steam at 2.5 bar (outlet of E418) is used
in the pre-evaporator (E202), the reboiler of Column B1 (E307) and for
heating the solids stream (cellulose+ lignin) from the pretreatment
stage (E602). As previously mentioned, in processes with project energy
integration, the thermal energy contained in the pretreated bagasse is
used to heat the soaking water. However, the soaking water stream has
an energy demand higher than the energy available in pretreated ba-
gasse. For this reason, the remaining energy required by the soaking
water stream is also supplied with turbine extraction steam at 6 bar. In
the cogeneration system with condensation turbine, steam generated in
the boiler is sent to two back pressure turbines (E405 and E411), where
turbine extraction steam is produced at 6.0 bar and 2.5 bar, and to a
condensation turbine (E418), where surplus electricity is generated.
Main results for 1G/2G anhydrous ethanol and electricity production
process are presented in Table S3 of the Supporting Information.

3.2. Energy integration case study

Table 1 shows streams data for the three periods. In this table,
column 1 identifies hot and cold streams and their numbers. Column 2
denotes their corresponding heat exchanger presented in Fig. 1. For
example, H2 is the hot stream from the top of Column D. This stream is
condensed in device called Condenser D, indicated by E304 in Fig. 1.
The convective heat transfer coefficient was considered the same for all
streams and estimated from the overall heat transfer coefficient given
by Ensinas [41]. EMAT is 1 K.

Period 1 represents the simulation of 1G ethanol and electricity
production process and Periods 2 and 3 represent the simulation of 1G/
2G ethanol and electricity production process with different fractions of
bagasse diverted to 2G ethanol production. In Period 3, 66% of all
bagasse is destined for the 2G ethanol production. This value is the
maximum fraction of bagasse that could be destined for this purpose
without compromising the energy self-sufficiency of the process. In
Period 2, 33% of all bagasse is destined for the 2G ethanol production.
The remainder is used for safety reserve, steam generation and elec-
tricity production. Therefore, the number of streams involved in energy
integration differs among periods and, consequently, the number of
variables also varies among periods. In this study, four stages were used
in the superstructure. Thus, Period 1 has 896 variables and Periods 2
and 3 have 1440 variables.

The model used in this study considers only one hot utility and one
cold utility. Steam at 65 bar generated in the boiler is sent to the
backpressure turbine to produce an extraction steam at 17.4 bar. Then,
it is desuperheated to saturation and selected as hot utility, since it
meets the temperature constraints for all cold streams. It is important to
mention that simple calculations are used to estimate the cost of hot
utility, as is shown from Eq. (1) to Eq. (4). Thus, there is no significant
difference in estimated cost of steam at different pressures. However, in
common plants, steam is used at different pressures for heating streams
and has a slightly different cost at each pressure. As cold utility, cooling
water at 298 K is selected. This cold utility is produced in the cooling
tower, which cools water from 305 K to 298 K. The water temperature
of 298 K (i.e., the temperature of water produced in the cooling tower)
was defined based on the usual climatic conditions found in Brazilian
plants. It is worth noting that in real plants there are uncertainties in
the temperature of utilities, which can vary. This variation is more
important for cold utility, since the temperature of cooling water pro-
duced in the cooling tower can be more affected by climatic conditions.
However, the variation in temperature of cooling water, when it occurs,
is small. Thus, such small utility temperature variations would re-
present no significant deviations in the total annualized cost.

The cost of generating steam from the boiler (CG) includes several
components, such as fuel, raw water supply, boiler feed water treat-
ment, water pumping power, combustion air fan power, environmental
emissions control, maintenance materials and labor. However, fuel cost
is usually the most important, responsible for as much as 90% of the
total steam cost [42]. Eqs. (1)–(3) were extracted from US Department
of Energy [42]. Eq. (1) calculates fuel cost (CF), where aF is fuel cost per
unit of energy, η is boiler efficiency in relation to LHV (Lower Heating
Value), HS is enthalpy of steam at 65 bar and 758 K and hW is enthalpy
of boiler feed water at 298 K.

= −C a H h
η

·( )
F

F S W

(1)

In the biorefinery process, bagasse, straw and lignin are used as
fuels in the boiler. For simplicity, only bagasse is considered in the fuel
cost per unit of energy. Eq. (2) calculates fuel cost per unity of energy
(aF), where Cb is bagasse cost and LHV is Lower Heating Value.

=a C
LHVF

b
(2)

Strictly, the individual costs components must be used in estimating
the total cost of generating steam. In practice, the approximation de-
scribed in Eq. (3) can be used, where CF is the fuel cost. To reduce the
complexity of calculations, the cost of steam from the backpressure
turbine was considered equal to the cost of generating steam in the
boiler (CG).

=C C1.3·G F (3)

Cost of cooling water includes components as electricity, chemicals

Table 2
Parameters for HEN operating and capital costs calculations.

Parameter Value Unit

CG
a 15.0 USD/tonne

LHV 7121.3 kJ/kg
η 88 %
a′ 37,247 USD
b′ 251 USD/m1.56

c′ 0.78 [–]
t 15 year
u 10 %
τ 5760 h/year

a Information about cost of bagasse from Brazilian mills. The value described is the
average between 2015 and 2016.
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for water treatment and water treatment. Ensinas [41] estimated the
cost of cooling water as 0.02 USD/m3. In this study, all prices were
calculated in Brazilian reais (BRL, Brazil's currency), updated to De-
cember/2016 value and converted to US dollars using the exchange rate
value of 3.4885 BRL/USD (average exchange rate from January to
December 2016). The values were updated based on the IGPM index
(Market Prices General Index). It is a Brazilian index calculated by FGV
(Getulio Vargas Foundation) and reflects price fluctuations [43] .

Utility costs are computed in annual basis, so as to be summed to
annualized capital costs in HEN costs calculation. Eqs. (4) and (5) are
used to annualize and convert the cost of utilities from mass unit (CG

and CW) to energy unit (chu and ccu). The terms hCOND and τ in Eq. (4)
refer to condensation enthalpy of saturated steam at 17.4 bar and op-
eration time, respectively. In order to simplify the calculations in the
mathematical model, inlet and outlet temperatures of steam were
considered as 479 K and 478 K, respectively. In Eq. (5), CW is cost of
cooling water, ̂v is specific volume, τ is operation time, hOUT and hIN are
the enthalpies of water at 305 K and 298 K, respectively. The para-
meters used in estimating the costs of steam and cooling water are given
in Table 2. The costs of steam and cooling water per energy unit are
showed in Table 3.

=chu C
h

τ·G

COND (4)

̂=
−

ccu C
h h

v τ
( )

· ·W

OUT IN (5)

Eq. (6) indicates the cost of heat exchangers. Coefficients a′ and b′
were estimated from cost and area data of Brazilian mills and updated
to 2016. Coefficient c′ for plate heat exchanger was obtained by Hall
et al. [44]. Eq. (7) refers to annualized cost of heat exchanger. In Eq.
(8), the annualization factor (θ) is calculated using parameters of
Table 2, where u is annual capital interest rate and t is plant lifetime.

Table 3
Costs of utilities and parameters for calculation of annualized cost of heat exchangers.

Cost Value Unit

chu 96 USD/kW year
ccu 50 USD/kW year
a 4897 USD/year
b 33 USD/m1.56 year
c 0.78 [–]

Fig. 2. HEN for Period 1.
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The multiplication of Eq. (6) by annualization factor generates Eq. (7).
The coefficients for annual costs of investment on heat exchangers are
shown in Table 3.

= ′ + ′ ′HE cost a b A· c (6)

= +HE cost a b A· c (7)

= +
+ −

θ u u
u

(1 )
(1 ) 1

t

t (8)

4. Results and discussion

The TAC of processes with project energy integration for Periods 1,
2 and 3 are 23.0, 26.8 and 30.5 million USD/year, respectively. Looking
for energy integration configuration with lower TAC, a HEN was syn-
thesized for each period. For each period, the method is run until the
stop criterion is achieved, according to the methodology previously
presented in Section 2.3. For Periods 1, 2 and 3, the total processing
time of the algorithm was 10, 16 and 11min, respectively (3.50 GHz
Intel® Core™ i5-4690 processor and 8.00 GB of RAM). Figs. 2–4 present
the HENs for each period, where the values below the heat exchangers

Fig. 3. HEN for Period 2.
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are heat load, in kW. The values next to splitters indicate the stream
fraction deviated to each heat exchanger. Tables 4–6 show the config-
urations of these HENs. The TAC for Periods 1, 2 and 3 are 12.4, 12.9
and 13.8 million USD/year, respectively. Note that, in Period 3, three
different heat exchangers are assigned to pair H1-C9 (in stages 1, 3 and
4 of the superstructure). The same happens with match H9-C2 (in stages
2, 3 and 4 of the superstructure). This HEN configuration is achieved
due to the maximum area constraint of 5500m2, which allows de-
signing HENs more feasible from a practical perspective. More

information about heat exchangers areas, number of heat transfer units
and costs (operating, capital and TAC) for each single-period solution
with their required areas are presented in Table 7.

For the integrated HEN, the capital cost estimated is 489,448 USD/
year with total area of 60,129.6 m2 and 31 heat exchangers. It re-
presents an area overdesign of 52% for Period 1, 32% for Period 2 and
0.0% for Period 3. That means the final multiperiod HEN uses the set of
devices designed for Period 3, which are, in general, larger, given the
great heat exchange potential in that period. Therefore, the area and

Fig. 4. HEN for Period 3.
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the capital cost of integrated HEN are equal to corresponding para-
meters of Period 3. Note that although the units of Period 3 are used in
all periods, stream pairing is different in those devices depending on the
period. In Tables 4–6 it is possible to observe the assigned area by the
procedure for periods integration (As), the ratio between required area
and assigned area (Ai,j,k/As) and the bypasses for cold streams in heat
exchangers with surplus area. Table 8 presents the integrated HEN with
assigned areas for each heat transfer device and matches in each period.
Note that by using the methodology of Jiang and Chang [30] for ob-
taining a HEN with timesharing mechanisms, four heat exchangers have
bypasses above 50% in Period 1. For Period 2, five cold streams have
more than half of its flow rate bypassing heat exchangers. Regarding
idleness, 12 and 2 devices, respectively, are not being used during
Periods 1 and 2. However, the devices with idle periods present areas
lower than 336m2, i.e., they entail an also small impact on the eco-
nomic performance of the HEN. Moreover, when comparing Periods 1
and 2, only three devices have fixed service (i.e., the pair of streams
does not change with the period of operation). The same number of
heat exchangers with fixed services is observed when comparing Per-
iods 1 and 3. When the comparison is made between Periods 2 and 3, it
is observed that ten devices have fixed services. Periods 2 and 3 have
more pairs in common. However, in most cases, the areas designed for

these heat exchangers are not the same due to the difference in heat
load, which implies that, with the change of period of operation, a
different fraction of each cold stream should bypass its corresponding
heat exchanger.

The procedure used to integrate the heat exchanger networks of all
periods [30] does not require their duration, but the operating cost
calculation depends on the operation time of the plant for each one of
the described conditions. By using the strategy of Jiang and Chang [30]
to integrate the HENs synthesized for each period into one multiperiod
configuration, estimating such durations of periods is not required. On
the other hand, TAC regards one year of operation under (a) given
condition(s) with the multiperiod configuration. Thus, for a hypothe-
tical situation where the operation time (5760 h/year) is equally di-
vided among the operating conditions presented (in other words, each
period lasts 1/3 of the total operation time), the operating cost of the
integrated HEN is 12,688,561 USD/year.

Tables 9–11 compare the values of utilities demand, area and costs
among the processes without any energy integration, with project en-
ergy integration and with energy integration proposed in this study for
each period and with the integrated HEN. The integrated HEN pre-
sented in these tables is the HEN that integrates all periods. This HEN
assumes the utility demand of proposed HEN for each period (that is,

Table 5
HEN for periods 1, 2 and 3 (Part 2).

Match (i,j,k) (1,CU,4) (2,CU,4) (3,CU,4) (4,CU,4) (5,CU,4) (6,CU,4) (7,CU,4) (8,CU,4) (9,CU,4)

Period 1
AS m2 4868.9 1917.8 1550.4 412.8 1611.0 –
Ai,j,k m2 3245.8 302.3 – – 97.5 – 11.0 153.9 –
Ai,j,k/AS % 0.67 0.16 – – 0.06 – 0.03 0.10 –
Qi,j,k kW 30,554.6 11,661.0 – – 2074.0 – 435.9 1849.0 –
Fhi,j,k 1.0 1.0 – – 1.0 – 1.0 1.0 –
Fci,j,k – – – –
Thini,j,k K 353.9 358.0 – – 333.0 – 366.2 351.0 –
Thouti,j,k K 306.0 357.0 – – 332.0 – 353.0 308.0 –
Tcini,j,k K 298.0 298.0 – – 298.0 – 298.0 298.0 –
Tcouti,j,k K 305.0 305.0 – – 305.0 – 305.0 305.0 –
LMTD K 13.6 55.9 – – 30.8 – 57.5 17.4 –

Period 2
AS m2 3995.6 92.4 1550.4 135.9 116.1 335.7 150.1
Ai,j,k m2 2562.3 2.6 – 450.5 29.7 – 29.0 168.2 48.5
Ai,j,k/AS % 0.6 0.03 – 0.3 0.2 – 0.2 0.5 0.3
Qi,j,k kW 14,399.5 100.4 – 15,132.2 624.0 – 1346.0 2021.0 1772.8
Fhi,j,k 1.0 1.0 – 1.0 1.0 – 1.0 1.0 1.0
Fci,j,k – –
Thini,j,k K 326.2 357.0 – 350.6 332.3 – 389.4 351.0 356.4
Thouti,j,k K 306.0 357.0 – 350.0 332.0 – 353.0 308.0 353.0
Tcini,j,k K 298.0 298.0 – 298.0 298.0 – 298.0 298.0 298.0
Tcouti,j,k K 305.0 305.0 – 305.0 305.0 – 305.0 305.0 305.0
LMTD K 8.1 55.4 – 48.7 30.5 – 67.4 17.4 53.0

Period 3
AS m2 1434.9 68.3 201.6 239.6 116.1 26.3 22.1 –
Ai,j,k m2 1434.9 68.3 201.6 239.6 116.1 – 26.3 22.1 –
Ai,j,k/AS % 1.0 1.0 1.0 1.0 1.0 – 1.0 1.0 –
Qi,j,k kW 4943.3 2616.8 7299.7 8024.5 2469.0 – 1167.2 98.7 –
Fhi,j,k 1.0 1.0 1.0 1.0 1.0 – 1.0 1.0 –
Fci,j,k – – – – –
Thini,j,k K 312.3 357.2 354.1 350.3 333.0 – 382.2 309.9 –
Thouti,j,k K 306.0 357.0 354.0 350.0 332.0 – 353.0 308.0 –
Tcini,j,k K 298.0 298.0 298.0 298.0 298.0 – 298.0 298.0 –
Tcouti,j,k K 305.0 305.0 305.0 305.0 305.0 – 305.0 305.0 –
LMTD K 5.0 55.5 52.5 48.5 30.8 – 64.4 6.5 –
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the biorefinery operates throughout the year under the same process
condition) and the capital cost estimated by the final device set from
the timesharing procedure. The operating cost has an order of magni-
tude of 102 greater than the investment cost. Thus, the TAC is more
influenced by the operating cost. This information is important when
comparing the TAC of processes with energy integration proposed in
this study for each period with the integrated HEN. For Periods 1 and 2,
the TAC for process with the integrated HEN is 2% and 1% higher than
the TAC for processes with energy integration proposed for each period,
respectively. For Period 3, the TAC for process with energy integration
proposed individually is equal to process with the integrated HEN be-
cause, as already mentioned, the integrated HEN uses the set of devices

designed for Period 3. Since the variations in TAC are small among
these two processes (i.e., with energy integration proposed for each
period and with integrated HEN), a small additional investment allows
the process to be more flexible. Moreover, the uncertainty in values of
convective coefficients generated by the assumption that all convective
coefficients are equal does not change significantly the optimal solu-
tion, since the TAC is little influenced by the investment cost. Other
important inference about the HENs costs could be performed. In Period
1, cold stream 7 and, in Periods 2 and 3, cold streams 7 and 8 could not
be integrated to other streams, given their high temperatures. There-
fore, the TAC already has a built-in cost referring to hot utility con-
sumption and to the area of the heaters that are placed on those

Table 6
HEN for periods 1, 2 and 3 (Part 3).

Match (i,j,k) (HU,1,0) (HU,2,0) (HU,3,0) (HU,4,0) (HU,5,0) (HU,6,0) (HU,7,0) (HU,8,0) (HU,9,0) (HU,10,0)

Period 1
AS m2 – 821.4 – 3588.1 1979.6 1823.7 1434.9 – – –
Ai,j,k m2 – 15.7 – 1047.9 304.0 168.5 77.8 – – –
Ai,j,k/AS % – 0.02 – 0.29 0.15 0.09 0.05 – – –
Qi,j,k kW – 1092.5 – 67,968.0 20,335.9 9856.0 3350.0 – – –
Fhi,j,k – – – – –
Fci,j,k – 1.0 – 1.0 1.0 1.0 1.0 – – –
Thini,j,k K – 479.0 – 479.0 479.0 479.0 479.0 – – –
Thouti,j,k K – 478.0 – 478.0 478.0 478.0 478.0 – – –
Tcini,j,k K – 377.2 – 384.0 381.1 379.0 411.0 – – –
Tcouti,j,k K – 378.0 – 385.0 382.0 407.0 421.0 – – –
LMTD K – 100.9 – 94.0 97.0 84.8 62.4 – – –

Period 2
AS m2 – 68.3 26.3 1611.0 821.4 239.6 201.6 1908.4 1823.7 –
Ai,j,k m2 – 1.0 1.0 515.9 270.9 156.0 85.2 993.6 955.1 –
Ai,j,k/AS % – 0.01 0.04 0.3 0.3 0.7 0.4 0.5 0.5 –
Qi,j,k kW – 10.2 66.0 33,360.9 18,106.9 8879.2 3670.0 15,167.0 33,281.8 –
Fhi,j,k – – – – – – – – – –
Fci,j,k – – – 1.0 1.0 1.0 1.0 1.0 1.0 –
Thini,j,k K – 479.0 479.0 479.0 479.0 479.0 479.0 479.0 479.0 –
Thouti,j,k K – 478.0 478.0 478.0 478.0 478.0 478.0 478.0 478.0 –
Tcini,j,k K – 378.0 361.9 384.6 381.2 384.0 411.0 439.0 378.4 –
Tcouti,j,k K – 378.0 362.0 385.0 382.0 407.0 421.0 468.0 458.0 –
LMTD K – 100.5 116.5 93.7 96.9 82.5 62.4 22.1 50.5 –

Period 3
AS m2 – – – 335.7 – 150.1 92.4 1979.6 1823.7 –
Ai,j,k m2 – – – 335.7 – 150.1 92.4 1979.6 1823.7 –
Ai,j,k/AS % – – – 1.0 – 1.0 1.0 1.0 1.0 –
Qi,j,k kW – – – 21,686.1 – 8403.2 3980.0 30,218.0 60,885.1 –
Fhi,j,k – – – – – –
Fci,j,k – – – 1.0 – 1.0 1.0 1.0 1.0 –
Thini,j,k K – – – 479.0 – 479.0 479.0 479.0 479.0 –
Thouti,j,k K – – – 478.0 – 478.0 478.0 478.0 478.0 –
Tcini,j,k K – – – 384.7 – 386.9 411.0 439.0 385.0 –
Tcouti,j,k K – – – 385.0 – 407.0 421.0 468.0 458.0 –
LMTD K – – – 93.6 – 81.2 62.4 22.1 48.4 –

Table 7
Number of heat exchange devices, total area, capital cost (CC), operating cost (OC), and total annualized cost (TAC) for each period of operation.

Units Total
required
area (m2)

CC (USD/
year)

OC (USD/year) Single-period
solution TAC
(USD/year)

Period 1 19 29,152.3 261,725 12,162,587 12,424,312
Period 2 29 40,839.7 382,785 12,562,729 12,945,514
Period 3 31 60,129.6 489,448 13,340,368 13,829,816
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Table 9
Comparison of utility demand, area and costs among the processes without energy in-
tegration (S1), with project energy integration (S2), with energy integration proposed in
this work (S3) and with the integrated HEN (S4) for Period 1.

Parameter Period 1

S1 S2 S3 S4

CU (kW) 171,477 120,324 46,574 46,574
HU (kW) 227,505 176,352 102,602 102,602
Area (m2) 8602.4 9782.4 29,152.3 60,129.6
Cost of utility (USD/year) 30,351,067 22,902,099 12,162,587 12,162,587
Cost of HEN (USD/year) 137,644 144,668 261,725 489,448
TAC (USD/year) 30,488,710 23,046,767 12,424,312 12,652,035

Table 10
Comparison of utility demand, area and costs among the processes without energy in-
tegration (S1), with project energy integration (S2), with energy integration proposed in
this work (S3) and with the integrated HEN (S4) for Period 2.

Parameter Period 2

S1 S2 S3 S4

CU (kW) 250,778 131,698 35,396 35,396
HU (kW) 327,924 208,844 112,542 112,542
Area (m2) 12,656.7 14,722.4 40,839.7 60,129.6
Cost of utility (USD/year) 43,926,941 26,586,353 12,562,729 12,562,729
Cost of HEN (USD/year) 184,932 195,126 382,785 489,448
TAC (USD/year) 44,111,874 26,781,480 12,945,514 13,052,177

Table 8
Integrated HEN.

Exchanger label Assigned area (m2) Period Match (i, j, k) Exchanger label Assigned area (m2) Period Match (i, j, k)

A 5449.2 1 1,3,3 Q 1434.9 1 HU,7,0
2 3,3,3 2 4,3,4
3 9,2,3 3 1,CU,5

B 5354.1 1 3,2,3 R 821.4 1 HU,2,0
2 9,2,3 2 HU,5,0
3 9,2,2 3 4,3,4

C 5309.1 1 1,2,1 S 412.8 1 7,CU,5
2 1,9,2 2 5,10,1
3 1,9,1 3 8,9,4

D 5231.8 1 3,3,4 T 335.7 1 –
2 1,9,3 2 8,CU,5
3 6,9,1 3 HU,4,0

E 4868.9 1 1,CU,5 U 239.6 1 –
2 6,2,3 2 HU,6,0
3 9,4,1 3 4,CU,5

F 4215.9 1 4,1,3 V 201.6 1 –
2 9,4,2 2 HU,7,0
3 1,3,2 3 3,CU,5

G 3995.6 1 6,2,2 W 184.8 1 –
2 1,CU,5 2 7,5,3
3 3,3,3 3 7,5,2

H 3630.3 1 6,5,1 X 150.1 1 –
2 2,2,4 2 9,CU,5
3 1,6,1 3 HU,6,0

I 3588.1 1 HU,4,0 Y 135.9 1 –
2 1,5,1 2 5,CU,5
3 1,9,3 3 3104

J 3432.1 1 3,1,2 Z 116.1 1 –
2 3,1,1 2 7,CU,5
3 2,2,4 3 5,CU,5

K 1979.6 1 HU,5,0 AA 92.4 1 –
2 1,3,2 2 2,CU,5
3 HU,8,0 3 HU,7,0

L 1917.8 1 2,CU,5 BB 68.3 1 –
2 6,6,1 2 HU,2,0
3 1,9,4 3 2,CU,5

M 1908.4 1 7,2,1 CC 26.3 1 –
2 HU,8,0 2 HU,3,0
3 3,1,1 3 7,CU,5

N 1823.7 1 HU,6,0 DD 22.1 1 –
2 HU,9,0 2 –
3 HU,9,0 3 8,CU,5

O 1611.0 1 8,CU,5 EE 21.6 1 –
2 HU,4,0 2 –
3 9,5,1 3 7,4,1

P 1550.4 1 5,CU,5
2 4,CU,5
3 9,2,4
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streams. The sum of the operating and capital costs associated to those
streams is 0.3, 1.8 and 3.3 million USD/year for Periods 1, 2 and 3,
respectively. These values represent 3%, 14% and 24% of TAC for HENs
synthesized individually for Periods 1, 2 and 3. Thus, important per-
centage values of TAC are associated to operating and investment costs
of streams that cannot be integrated, notably cold stream 8, due to its
heat capacity.

Table 12 shows savings in utility cost, steam demand and TAC of
processes without and with energy integration. Special attention is
given to the process with the integrated HEN, because a multiperiod
HEN design allows the biorefinery to operate with different bagasse
fractions diverted to second generation ethanol production. Process
with the integrated HEN for all periods presents reduction in TAC of
59%, 70% and 76% when compared to process without energy in-
tegration for Periods 1, 2 and 3, respectively. Process with the in-
tegrated HEN for all periods presents reduction in TAC of 45%, 51%
and 55% when compared to process with project energy integration for
Periods 1, 2 and 3, respectively. As the HEN that integrates all periods
has the same utilities demand of proposed HEN for each period, the
saving in steam will be equal. For these processes, reductions in steam
consumption reach 55%, 66% and 71% when compared to process
without energy integration for Periods 1, 2 and 3, respectively, and
42%, 46% and 48% when compared to process with project energy
integration for Periods 1, 2 and 3, respectively. These values indicate
energy integration turn possible that more bagasse (when compared to
the same process without any energy integration and with project en-
ergy integration) can be deviated to second generation ethanol pro-
duction or the cogeneration system. However, not all the bagasse saved
by energy integration can be used to produce second generation
ethanol, since the surplus 2G ethanol will imply greater steam demand.
Therefore, only a fraction of the bagasse saved can be used in 2G
ethanol production.

Fig. 5 shows the integrated HEN diagram, which includes energy
exchanges of all periods. Note that the information above heat ex-
changers indicates the label of heat exchanger in integrated HEN for
each match in Periods 1, 2 and 3, respectively. The symbol ‘–’ refers to
the absence of that match in the indicated period. The integrated HEN
synthesized is complex and demands control, since the streams should
be moved to the heat exchangers indicated on the integrated HEN.
However, the multiperiod HEN approach allows changing operating

conditions of the plant (that is, the multiperiod HEN is not rigid as a
HEN synthesized for a specified period only). The synthesis of multi-
period HEN is very important for biorefineries, since 2G ethanol and
electricity production can be vary according to market demand. This
study is one of the first reports of energy integration applied to an ac-
tual large scale plant, which includes changing operating conditions.

5. Conclusion

Energy integration applied to sugarcane biorefinery showed reduc-
tions in TAC of HENs proposed when compared to the process without
any energy integration and to the process with the typical energy in-
tegration project found in Brazilian plants. In the process with the in-
tegrated HEN, the saving in TAC can reach 76% when compared to the
process without energy integration and 55% when compared to the
process with the typical project energy integration. Furthermore, the
process with the integrated HEN can save up to 71% and up to 48% of
steam in relation to process without energy integration and with project
energy integration, respectively. The reduction in steam demand allows
less bagasse to be diverted to the cogeneration system, and then the
bagasse surplus can be made available for second generation ethanol
production. Moreover, since variations in TAC are small among pro-
cesses with energy integration proposed for each period and with the
integrated HEN, a relatively small additional capital investment pro-
vides greater flexibility to a process whose operating conditions re-
garding throughputs of main products are uncertain, since these are
subject to market demands, environmental policies and technological
advance.

Funding sources

The authors acknowledge the support from DEQ/UFSCar (Chemical
Engineering Department, São Carlos Federal University), DEQ/UEM
(Chemical Engineering Department, Maringá State University) and IFSP
(Federal Institute of Education, Science and Technology of São Paulo)
and the financial support from FAPESP (São Paulo State Research
Funding Agency, Process 2013/21343-3), CAPES (Coordination for the
Improvement of Higher Education Personnel, Brazil) and CNPq
(National Council for Scientific and Technological Development,
Brazil).

Table 12
Saving of utility cost, steam demand and TAC of processes with energy integration proposed in this study for each period (S3) and with the integrated HEN (S4) in relation to the processes
without energy integration (S1) and with project energy integration (S2).

Saving (%) Period 1 Period 2 Period 3

S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2

Cost of utility 59.93 46.89 59.93 46.89 71.40 52.75 71.40 52.75 76.79 55.89 76.79 55.89
HU 54.90 41.82 54.90 41.82 65.68 46.11 65.68 46.11 70.77 48.12 70.77 48.12
TAC 59.25 46.09 58.50 45.10 70.65 51.66 70.41 51.26 76.03 54.60 76.03 54.60

Table 11
Comparison of utility demand, area and costs among the processes without energy integration (S1), with project energy integration (S2), with energy
integration proposed in this work (S3) and with the integrated HEN (S4) for Period 3.

Parameter Period 3

S1 S2 S3 S4

CU (kW) 329,729 142,713 26,619 26,619
HU (kW) 428,282 241,266 125,172 125,172
Area (m2) 14,623.6 19,647.7 60,129.6 60,129.6
Cost of utility (USD/year) 57,479,601 30,246,083 13,340,368 13,340,368
Cost of HEN (USD/year) 205,998 218,640 489,448 489,448
TAC (USD/year) 57,685,599 30,464,722 13,829,816 13,829,816
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Fig. 5. Integrated HEN for all periods.
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Appendix A

This section describes the equations of the MINLP model used in this study.

A.1. Model equations

A.1.1. Objective function to be minimized
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A.1.2. Energy balance in the mixers
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A.1.3. Energy balance in the heat exchangers
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A.1.4. Energy balance for utilities
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If Qcui is different from zero, then zcui=1, otherwise zcui=0. If Qhuj is different from zero, then zhuj=1, otherwise zhuj=0.

= ∈+Thcuin Thmix i N,i i K H, 1 (A.12)

= ∈Tchuin Tcmix j N,j j C,1 (A.13)

A.1.5. LMTDA.1.5.1 For process streams.
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If θi j k, ,
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If θi
(1) is equal to θi
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, .A.1.5.3 For hot utility.
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(1) is equal to θj
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A.1.6. Overall heat transfer coefficientA.1.6.1 For process streams.
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A.1.6.3 For hot utility.
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A.1.7. AreaA.1.7.1 For process streams.

= ∈ ∈ ∈A
z Q

U LMTD
i N j N k N, , ,i j k

i j k i j k

i j k i j k
H C S, ,

, , , ,

, , , , (A.26)

A.1.7.2 For cold utility.
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A.1.7.3 For hot utility.
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A.1.8. Constraints
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(1)

(A.39)

⩾ ∈ ∈ ∈θ EMAT i N j N k N, , ,i j H C S,
(2)

(A.40)

⩾ ∈θ EMAT i N,i cu H,
(1) (A.41)

⩾ ∈θ EMAT i N,i cu H,
(2) (A.42)

⩾ ∈θ EMAT j N,i cu C,
(1) (A.43)

⩾ ∈θ EMAT j N,i hu C,
(2)

(A.44)

⩾ ∈ ∈ ∈Thout Th i N j N k N, , ,i j k i
final

H C S, , (A.45)

⩾ ∈ ∈ ∈Tc Tcout i N j N k N, , ,j
final

i j k H C S, , (A.46)

− ⩾ ∑ ∑

∈ ∈ ∈

CPh Th Th z Q

i N j N k N

( ) ,

, ,
i i i

final
k j i j k i j k

H C S

0
, , , ,

(A.47)

− ⩾ ∑ ∑
∈ ∈ ∈

CPc Tc Tc z Q
i N j N k N

( ) ,
, ,

j j
final

j k i i j k i j k

H C S

0
, , , ,

(A.48)

A.1.9. Bounds
Eqs. (A.49)–(A.53) present the bounds of the variables estimated by SA-RFO algorithm.

⎛

⎝
⎜

−

−
⎞

⎠
⎟

∈ ∈ ∈

Qmax = min
CP Th Th

CP Tc Tc

i N j N k N

( ),

( )
,

, ,

i j k
i i i

final

j j
final

j

H C S

, ,

0

0

(A.49)

⩽ ⩽ ∈ ∈ ∈Q Qmax i N j N k N0 , , ,i j k i j k H C S, , , , (A.50)

⩽ ⩽ ∈ ∈ ∈z i N j N k N0 1, , ,i j k H C S, , (A.51)

⩽ ⩽ ∈ ∈ ∈Fh i N j N k N0 1, , ,i j k H C S, , (A.52)

⩽ ⩽ ∈ ∈ ∈Fc i N j N k N0 1, , ,i j k H C S, , (A.53)

Appendix B

This section describes the timesharing procedure for the synthesis of multiperiod HEN.

1. Create an ordered list, in descending order, including all heat exchangers areas for all periods;
2. Select the first area from the ordered list and allocate the corresponding device to the multiperiod HEN;
3. Identify the largest area in each period and assign the corresponding process streams and stage in the superstructure to the device that was

allocated in the HEN in Step 2;
4. Eliminate from the ordered list the areas identified in Steps 2 and 3;
5. Check the list. If the list is empty, end the procedure. Otherwise, return to Step 2.

C.M. Oliveira et al. Applied Energy 213 (2018) 520–539

538

88



Appendix C. Supplementary material

Supporting Information is provided with equations for calculating the number of variables of MINLP model and main parameters and products
outputs for the sugarcane biorefinery. Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.
1016/j.apenergy.2017.11.020.
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5 Chapter 5 

Energy Integration of a Sugarcane Biorefinery using Tabu Search and Particle Swarm Optimization 

 

The results of energy integration presented in the previous chapter demonstrated the 

potential of this process integration technique in the sugarcane biorefinery, which allows contributing 

to 1G/2G ethanol production process. However, among proposals of this thesis is the synthesis of heat 

exchanger networks (HENs) to more than one biorefinery case study, as well as the application of 

different mathematical methods to solve HEN problems. To meet this objective, a hybrid method 

composed by Tabu Search (TS) and Particle Swarm Optimization (PSO) was proposed. Both methods, 

TS and PSO, are simple techniques to be implemented and have already been used by other authors in 

the HEN synthesis. The Tabu Search was used alone by Lin and Miler (2004) and combining it with 

SQP method by Chen et al. (2008). The Particle Swarm Optimization has been used alone in the HEN 

synthesis (SILVA, RAVAGNANI and BISCAIA, 2008; SILVA et al., 2010), as well as combining it 

with other algorithms (PAVÃO; COSTA; RAVAGNANI, 2016, 2017; PAVÃO et al., 2017a,b,c, 

2018a,b). Although those works did not combine TS and PSO, such methods have proven, separately, 

to be able for HEN synthesis. This chapter presents the HEN synthesis in three industrial case studies 

of biorefineries using TS and PSO algorithms. The results of this approach are presented in the 

following text entitled “Synthesis of heat exchanger networks for biorefineries using the hybrid meta-

heuristic of Tabu Search and Particle Swarm Optimization”. It was structured into five main topics: 

introduction; mathematical formulation; biorefinery description and data of case study; results and 

discussions; and conclusion. To maintain the thesis text more concise, details on description of 

biorefinery and mathematical model equations are not presented in this chapter, but can be found in 

Chapters 3 and 4. As will be demonstrated along this chapter, SA-RFO method presented better results 

than PSO and TS-PSO. A brief comparison of results achieved for Case Study 1 using PSO, SA-RFO 

and TS-PSO approaches is anticipated in Table 5. Despite the outperformance of SA-RFO, the 

solutions obtained via SA-RFO and via TS-PSO are very similar (i.e., both methods are good 

strategies to achieve significant savings and solve large-scale HEN synthesis problems).    
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Table 5. Compilation of results for Case Study 1 using PSO, SA-RFO and TS-PSO methods.  

    PSO SA-RFO TS-PSO 

Period Process 
OC  

(USD/year) 

CC 

 (USD/year) 

TAC  

(USD/year) 

OC 

(USD/year) 

CC 

(USD/year) 

TAC 

(USD/year) 

OC 

(USD/year) 

CC 

(USD/year) 

TAC 

(USD/year) 

P1 

S1 30,351,067 137,644 30,488,710 30,351,067 137,644 30,488,710 30,351,067 137,644 30,488,710 

S2 22,902,099 144,668 23,046,767 22,902,099 144,668 23,046,767 22,902,099 144,668 23,046,767 

S3 19,427,278 186,540 19,613,818 12,162,587 261,725 12,424,312 12,468,797 279,117 12,747,915 

S4 19,427,278 236,570 19,663,848 12,162,587 489,448 12,652,035 12,468,797 423,534 12,892,331 

P2 

S1 43,926,941 184,932 44,111,874 43,926,941 184,932 44,111,874 43,926,941 184,932 44,111,874 

S2 26,586,353 195,126 26,781,480 26,586,353 195,126 26,781,480 26,586,353 195,126 26,781,480 

S3 25,300,954 217,915 25,518,869 12,562,729 382,785 12,945,514 12,911,180 386,761 13,297,942 

S4 25,300,954 236,570 25,537,524 12,562,729 489,448 13,052,177 12,911,180 423,534 13,334,714 

P3 

S1 57,479,601 205,998 57,685,599 57,479,601 205,998 57,685,599 57,479,601 205,998 57,685,599 

S2 30,246,083 218,640 30,464,722 30,246,083 218,640 30,464,722 30,246,083 218,640 30,464,722 

S3 27,590,386 233,407 27,823,794 13,340,368 489,448 13,829,816 13,963,062 420,427 14,383,489 

S4 27,590,386 236,570 27,826,957 13,340,368 489,448 13,829,816 13,963,062 423,534 14,386,596 
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Synthesis of heat exchanger networks for biorefineries using the hybrid meta-heuristic of Tabu 
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a
 Chemical Engineering Department, Federal University of São Carlos, Rodovia Washington Luís, km 

235, 13565-905 São Carlos, São Paulo, Brazil  

b
 Chemical Engineering Department, State University of Maringá, Av. Colombo 5790, Bloco D-90, 

87020-900 Maringá, Paraná, Brazil 

 

Abstract 

Energy integration techniques provide improvements to industrial processes in economic and 

environmental terms. Additionally to mentioned advantages, energy integration in sugarcane 

biorefineries allows diverting more bagasse for second generation ethanol or electricity production, 

depending on market demand. Variations in process conditions influence the design of HEN (Heat 

Exchanger Network). To handle this problem, concepts of synthesis of HEN with multiple operation 

periods were used. Three industrial case studies of energy integration for sugarcane biorefineries were 

performed, which differ whether xylose fraction is or is not exploited, to produce ethanol or biogas. In 

this work, the multiperiod HEN synthesis problem is solved for each period separately, using a Mixed 

Integer Nonlinear Programming (MINLP) model, and timesharing mechanisms employed in the 

literature are used to design the HEN that integrates all periods. Each period has a different operating 

condition and, for solving the MINLP problem, a novel hybrid meta-heuristic approach was used. It 

combines Tabu Search at upper level and Particle Swarm Optimization at lower level optimization. 

For all cases, the results showed a notable reduction in Total Annualized Cost (TAC) of HENs proposed 

in this study compared to processes without any energy integration and with project energy integration 

(i.e., process existing in Brazilian plants). This decrease in TAC can reach 75% in the process with the 

multiperiod HEN, when compared to the process without energy integration, and 53% when compared to 

the process with project energy integration. Moreover, savings in steam demand in the process with the 

multiperiod HEN can save up to 71% and 47% in relation to processes without energy integration and 
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with project energy integration, respectively. These results demonstrate the potential of energy 

integration in sugarcane biorefineries, which contributes to 1G/2G ethanol production process.  

Keyword: Sugarcane Biorefinery, 1G/2G Ethanol, Multiperiod Heat Exchanger Network, Tabu 

Search, Particle Swarm Optimization.  

 

5.1 Introduction 

 

Biorefinery can be defined as an installation that integrates bioenergy, biofuel and 

biochemical production from biomass. Thus, the goal of a biorefinery is to convert a portion of that 

material into useful products by appropriate processes, which add value to the supply chain. In Brazil, the 

use of sugarcane biomass has great importance to the industrial sector. The sucro-energetic sector has, as its 

main products, the sugar and the first generation ethanol (1G) and, as one of its by-products, the biomass, 

which can be burned in boilers in order to generate electricity in cogeneration systems or hydrolyzed in 

order to produce second generation ethanol (2G). The development of second generation fuels, such as 

ethanol, allows increasing the ethanol production per cultivation area and the energy security. However, 

there are gaps to turn 2G ethanol viable. Some of these challenges are technological developments to help 

reducing costs of enzymes for co-fermentation or to improve bagasse pretreatments, process optimization, 

and energy efficiency, among others. In plants, the exchange of thermal energy among process streams, by 

means of a Heat Exchanger Network (HEN), is an efficient alternative to save energy.  

Prices of electricity and ethanol vary according to market demand and even due to 

environmental policies or technological advances. It implies that operating conditions as well as 

utilities consumption can vary in the biorefinery. Thus, the heat exchanger network synthesized should 

be able to meet the different operating conditions. A common practice to deal with seasonal alterations 

in operating conditions in plants subject to this occurrence is to synthesize a multiperiod HEN. Under 

that concept, each period represents a different process condition and the multiperiod HEN is able to 

operate under these established conditions. The different process conditions are represented by 

variations in temperature, heat capacity, heat transfer convective coefficient or/and number of streams. 

Although the multiperiod HEN ensures certain flexibility to the process (i.e., the process is not rigid 
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and can meet different operating conditions), the flexibility concept is broader, since this concept 

includes variations in other process parameters (e.g., the flexible HEN enables alterations in costs of 

utilities, which are not allowed in the multiperiod HEN). Sequential or simultaneous approaches can 

be used to solve problems of multiperiod HEN synthesis.  

Sequential approach via Mixed Integer Linear Programming (MILP) mathematical 

formulation for multiperiod HEN synthesis was presented by Floudas and Grossmann (1986). It was 

based on the Papoulias and Grossmann (1983) model. For each period, the minimum utilities cost is 

achieved. Then, the MILP model is used to obtain the minimum number of units of the HEN and the 

stream matches for all periods, subject to the minimum utility consumption for each period. 

Afterwards, the automatic generation of minimum investment cost for a multiperiod model was 

developed by Floudas and Grossmann (1987), based on the NLP model for single-period of Floudas, 

Ciric and Grossmann (1986). In this study, the authors also used the concepts presented in the previous 

work (1986), so the Linear Programming (LP) model is solved for each period and the number of units 

of HEN and matches are predicted by the MILP model. More recently, Miranda et al. (2017) modified 

the approach of Floudas and Grossmann (1987), including a new by-pass stream and changing the 

NLP model, which allowed better results than those described in the literature. 

Aaltola (2002) presented a simultaneous optimization approach using a mathematical 

programming model to synthesize flexible HEN for multiperiod operations. In that study, a Mixed 

Integer Nonlinear Programming (MINLP) model based on the stage-wise superstructure (SWS) of Yee 

and Grossmann (1990) was used. The objective function Total Annualized Costs (TAC) includes 

operating and capital costs for all periods. The area used in that function is the average of the areas 

required by the units in all periods. However, in that approach, the capital costs would be slightly 

underestimated. To attack the mean area problem, Verheyen and Zhang (2006) considered the 

maximum area required by units in all periods in capital costs calculation. Although the maximal area 

assumption avoids underestimating the capital costs and is more realistic, some devices can have a 

large idle area. Ma et al. (2008) divided the problem of the multiperiod HEN synthesis into two stages. 

In the first stage, a temperature–enthalpy diagram is applied to obtain the utility demand and the 

multiperiod HEN configuration. In the second stage, an area optimization for all periods is performed. 
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The authors presented another novelty in that work: the use of a hybrid method for multiperiod HEN 

synthesis. More recently, Ahmad (2012) presented a simultaneous approach including stream bypass in 

the mathematical model and solved it using Simulated Annealing (SA). Afterwards, Pavão et al. (2018a) 

modified a simultaneous approach with the addition of a post-optimization step to improve the TAC. 

Simplifications on the stage-wise superstructure and assumptions were often made to 

simplify the model. Under the assumptions, there were the same duration among all periods (i.e., the 

total operation time is equally divided among all periods) and the adoption of the maximum area for 

devices of heat transfer. Besides, the multiperiod HEN model including operating and capital costs for 

all periods is more complex to solve, since the number of variables is greater than a single-period 

problem. In that sense, studies attacking some of those relevant challenges in the multiperiod HEN 

synthesis can be cited. Jiang and Chang (2013) introduced a timesharing mechanism to integrate 

HENs of all periods into one. According to the researchers, a same device can be used by different 

pairs of streams throughout the periods, overcoming issues such as overdesign and uncertainty in 

duration of periods. Although the timesharing strategy uses an MINLP model (i.e., operating and 

capital costs are minimized simultaneously), it is a sequential strategy, since the optimization problem 

is solved for each operation condition separately. Recently, Miranda et al. (2016) presented significant 

improvements to the multiperiod HEN synthesis and corrected inconsistencies in Jiang and Chang 

(2013 and 2015) scheme. The results showed HEN designs with lower costs than those reported in the 

literature. Pavão et al. (2018b) used different strategies for the multiperiod HEN synthesis. After that, 

the timesharing mechanisms and the post-optimization step previously presented in the work of Pavão 

et al. (2018a) were used to improve the HEN solutions.   

Solvers that use deterministic methods and are available in some commercial pieces of 

software are often used for HEN synthesis. However, studies using two-level optimization via hybrid 

meta-heuristic approaches have demonstrated improvements to HEN designs when compared to 

deterministic algorithms. That approach consists in solving the problem at the upper level for integer 

variables and at the lower level for continuous variables, and has become a good option for the 

multiperiod HEN synthesis, since the derived optimization model usually comprises a more complex 

problem. Lewin (1998) introduced a two-level optimization model with the Genetic Algorithm (GA) at 
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both levels of the problem. This strategy was also used with Differential Evolution (DE) and Chaotic 

Ant Swarm (CAS) algorithm at both levels by Yerramsetty and Murty (2008) and Zhang, Cui and 

Peng (2016), respectively. Different methods for handling integer and continuous variables, Harmonic 

Search (HS) and Sequential Quadratic Programming (SQP), were used by Khorasany and Fesanghary 

(2009). Chen et al. (2008) proposed Tabu Search (TS) for the outer loop and Sequential Quadratic 

Programming (SQP) for inner loop. According to the authors, adaptations in the model to reduce the 

number of continuous variables are needed to facilitate the solution in lower level. Recently, Martelli, 

Mian and Maréchal (2015) used Variable Neighborhood Search (VNS) in the outer loop and the 

Sequential Quadratic Programming (SQP) in the inner loop. Later, Marteli et al. (2017) presented the 

HEN synthesis with VNS in the upper level and SNOPT in the lower level, which is a variant of SQP. 

It is important to comment that SQP method used in the previous works (CHEN et al., 2008; 

KHORASANY; FESANGHARY, 2009; MARTELLI; MIAN; MARÉCHAL, 2015; MARTELLI et 

al., 2017) is a deterministic algorithm, thus those methods comprise hybridization of a heuristic and a 

deterministic method. More recent strategies combine Genetic Algorithm (GA) and Particle Swarm 

Optimization (PSO) (PAVÃO; COSTA; RAVAGNANI, 2016), Simulated Annealing (SA) and 

Particle Swarm Optimization (PSO) (PAVÃO; COSTA; RAVAGNANI, 2017), and Simulated 

Annealing (SA) and Rocket Fireworks Optimization (RFO) (PAVÃO et al., 2017a). This last strategy 

was also employed in other studies, and showed good results for HEN synthesis in single-period 

(PAVÃO et al., 2017a) and multiple periods (PAVÃO et al., 2018a,b).  

Although energy integration techniques have been developed and improved since the 1970s, 

there are few studies in the literature that apply those techniques to actual large-scale industrial cases. For 

biorefineries, Pinch Analysis was used in the works of Pina et al. (2014) and Oliveira, Cruz and Costa 

(2016). In the previous studies (please, see Chapters 3 and 4), energy integration in a Brazilian biorefinery 

using multiple operation conditions was performed. It is important to mention that the multiperiod HEN 

allows achieving more realistic solutions, since process conditions can vary due to several factors. The 

authors solved the MINLP problems using PSO and SA/RFO, but only one case study was evaluated.  

This work includes a comparison among three industrial case studies of energy 

integration in biorefineries by means of multiperiod HEN synthesis. The case studies differ in the 
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disposal of pentose fraction or the use of this fraction to produce ethanol or biogas. For each case 

study, three periods were considered. For each period, a different bagasse fraction is diverted to 

second generation ethanol production. This fraction affects the number of streams involved in energy 

integration and the flow rates of many of these streams. As commented, the demand and the market 

prices of ethanol and electricity have great influence on plant operating conditions and on the duration 

of each period. The timesharing strategy proposed by Jiang and Chang (2013) is an efficient 

alternative for the HEN synthesis with multiple operating conditions, as presented by Miranda (2016) 

and Pavão et al. (2018a,b). That scheme does not require the duration of periods to design the 

multiperiod HEN. It is an important feature for biorefineries, since the duration of a period and the 

number of transitions from one operating condition to another can be difficult to specify. Thus, 

timesharing mechanisms were employed. For each period, the MINLP problem was solved using the 

hybridized method of Tabu Search (TS) and Particle Swarm Optimization (PSO). The combination of 

TS and PSO algorithms is a new approach and can be used for large-scale HEN synthesis problems. 

This hybrid method is one of the novelties presented in this study. Another novel consists in designing 

HENs using mathematical programming for more than one industrial case study of sugarcane 

biorefinery, which can be in the interest of the scientific community and the industry, leading to new 

studies and efficient options for the improvement of such plants energetic efficiency. Note that HEN 

synthesis in biorefineries has as one of the main goals to reduce the steam consumption by the process. 

Then, less bagasse needs to be burned to generate steam and the surplus can be deviated to 2G ethanol 

or electricity production, depending on demand. However, other aspects achieved via energy 

integration, such as the increase of energy security and the decrease of environmental resources 

consumption and residues generation, are also important. Therefore, all improvements provided by 

energy integration contribute to catalyze the viability of 2G ethanol production. 

 

5.2 Mathematical formulation 

 

5.2.1 Mathematical model and assumptions 

 

In this work, the problem of HEN synthesis with multiple periods (i.e., the HEN operates 
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under different specified operating conditions) was solved by a sequential approach. In this approach, 

an MINLP model is solved for each period separately. After, timesharing mechanisms are used to 

design a HEN that integrates all periods. The nonisothermal mixing stage-wise superstructure (NIM-

SWS) based on the superstructure of Yee and Grossmann (1990) was used. Mathematical formulations 

for HEN synthesis by MINLP models are more complex than other techniques (e.g., Pinch Analysis) 

and require more computational effort, given their nonlinearities and non-convexities. Thus, several 

simplifications can be needed to enable solving the problem. Assumptions used in this study are 

presented as follows.   

i. Specific heat capacities are constant; 

ii. Latent heat coefficients are equivalent to a large heat capacity over a small temperature 

difference (equal to 1.0 K); 

iii. Heat transfer convective coefficients are constant; 

iv. Heat exchangers are in counter-flow arrangement; 

v. Nonisothermal mixing; 

vi. Minimal and maximal values for heat exchanger areas are equal to 1.0 m
2 

and 5,500 m
2
, 

respectively (this assumption aims to make the HEN more practical from a design perspective); 

vii. Fouling and pressure drop effects are disregarded; 

viii. Piping costs are not included in the TAC.  

Since the MINLP model for the HEN synthesis used in this study is well-known in the 

literature, it will not be presented here. However, its equations and bounds can be found in Chapters 3 

and 4.   

 

5.2.2 Tabu Search and Particle Swarm Optimization 

 

Meta-heuristics approaches are a recent trend in heat energy area and have achieved 

noteworthy solutions. In this work, a hybrid meta-heuristic method was used for solving the MINLP 

model in each period. This method comprises Tabu Search (TS) for upper level and Particle Swarm 

Optimization (PSO) for lower level. The mathematical model and the algorithms TS and PSO were 
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written in C++ language. Dev C++ Integrated Development Environment (IDE) and GCC Compiler 

were used for development and execution of the code, which are free programs. These are interesting 

features in this work, since several studies use solvers from commercial programs. In addition, C++ 

language is able to produce faster CPU execution times.    

 

5.2.2.1 Upper level 

 

Tabu Search (TS) is a meta-heuristic method originally developed for combinatorial 

optimization. This approach was proposed by Glover (1989 and 1990), but some important concepts 

had already been introduced previously (GLOVER, 1986). It is based on a local search and explores 

the solution space moving from one solution to another into its neighborhood. An initial solution needs 

to be specified, which can be generated randomly or from established criteria (e.g., in HEN synthesis 

problems, this solution can be obtained from Pinch Analysis or a previous literature solution when the 

problem has already been studied by other authors).  

The neighborhood size, N(s), should be defined. The neighborhood elements are generated 

by modifying the initial solution and each neighbor is a candidate solution. That modification can be 

provided through one or a sequence of moves. Then, the best neighbor solution is established. This 

solution, which is called the current solution (s), is the starting point for the next iteration. In addition, if 

the best neighbor solution is better than the initial solution, it is also the best current solution (s*). It is 

included on tabu list (TL). The solutions on tabu list are denominated forbidden or tabooed and guide the 

search by an adaptive memory. The TS approach avoids returning to a recently visited solution and 

cycling. In next iterations, it is evaluated if the best solution in the neighborhood is tabu (i.e., it is a 

forbidden solution). If this solution is not present on tabu list, it is accepted as the best neighbor solution; 

otherwise, the second best solution is evaluated. Thus, the best neighbor solution is inserted on tabu list 

and the starting point for the next iteration (i.e., it is the current solution). Afterwards, the comparison 

among those solutions is performed (that is, if the best neighbor solution is better than the best current 

solution, it replaces the best current solution). However, this exploration procedure can forbid moves 

leading to unexplored solutions, which could be attractive (GLOVER; TAILLARD; TAILLARD, 1993). 
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Thus, it is interesting an aspiration criterion for overriding the tabu status and allowing that neighbor to 

be accepted (LIN; MILLER, 2004). In this work it is used one of the simplest and most commonly 

aspiration criteria, which consists in accepting the best neighbor solution, even it is tabu, if its objective 

function value is better than that of the best current solution.  

Tabu lists are frequently based on recording attributes, called attributive memory. This 

memory records information about solution properties, which are the attributes changed from one 

neighbor to another (GLOVER; MARTI, 2006). Thus, it avoids the evaluation of all attributes of the 

solution during the search in tabu list, evaluating only one or more attributes. The most common types 

of attributive memory are short-term memory, intermediate-term memory and long-term memory.  

Short-based memory, also called as recency-based memory, maintains attributes that occur 

in solutions recently visited. These solution attributes are named tabu-active and the solutions that 

contain them are called tabu. Thus, when the list is full and a new attribute is tabu-active, the oldest tabu-

active attribute is excluded from the list. Recency-based memory recoveries only the solutions generated 

near the search space under analysis. For a tabu list of |TL| size, this memory avoids cycling to |TL| 

solutions. According to Glover (1989), intermediate-term and long-term memories are used in TS as 

intensification and diversification strategies, respectively. Intermediate-term memory recovers attributes 

of the best solutions generated during a specified search period to be used in regional intensification 

strategies. In this approach, solutions that have attributes of good solutions are favored by limiting or 

penalizing particular moves during that particular search period. Long-term memory, also called as 

frequency-based memory, uses lists based on the frequency with which solutions are found. This 

memory is employed in diversification strategies and aims at diversifying the search process by 

redirecting to regions still not sufficiently explored on the search space.  

 

5.2.2.2 Lower level 

 

The Particle Swarm Optimization (PSO) is a meta-heuristic method originally developed 

for continuous optimization. This approach belongs to the group of Evolutionary Computation 

algorithms. These algorithms are based on natural evolution mechanisms of an initial population to 
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improve the best solution of this population. The evolutionary approach can be subdivided into two 

subgroups: Evolutionary algorithms and Swarm Intelligence algorithms.  

PSO was proposed by Kennedy and Eberhart (1995) and belongs to the Swarm 

Intelligence algorithms. Its population of individuals is denominated swarm and the elements of the 

population are particles (that is, each particle of the swarm is a candidate solution). These particles are 

randomly generated into the search space and have associated a velocity term. Eq. 5.1 calculates the 

position of particle (𝒙𝑝
𝑘+1) for a given iteration (k+1), which depends on the previous position (𝒙𝑝

𝑘) and 

the velocity (𝒗𝑝
𝑘+1). The term of velocity is shown in Eq. 5.2, and is determined by weighting the 

distance between the actual position (𝒙𝑝
𝑘) and the best own position (𝒇𝐵𝑝), the distance between the 

actual position (𝒙𝑝
𝑘) and the best position of the swarm (𝒈𝐵𝑝), and the previous own velocity (𝒗𝑝

𝑘). The 

inertia weight (w) controls the impact of previous velocity on the current velocity. A high inertia 

weight value favors global exploration, while a small inertia weight value favors local exploration. 

Thus, the satisfactory selection of inertia weight provides a balance between global and local 

exploration. Often the inertia weight is adjusted dynamically by a function that depends on maximum 

and minimum inertia weights (wmax and wmin). Parameters c1 and c2 are cognition and social behavior 

coefficients and, r1 and r2 are random number with uniform distribution in the interval [0,1]. Other 

parameters of the PSO algorithm are number of particles (Npt) and total number of iterations (Iter). 

The update procedure of particles is performed until the stopping criterion is achieved.  

 

 𝒙𝑝
𝑘+1 = 𝒙𝑝

𝑘 + 𝒗𝑝
𝑘+1 (5.1) 

 

 𝒗𝑝
𝑘+1 = 𝑤 . 𝒗𝑝

𝑘 + 𝑐1 . 𝑟1 . (𝒇𝐵𝑝 − 𝒙𝑝
𝑘) + 𝑐2 . 𝑟2 . (𝒈𝐵𝑝 − 𝒙𝑝

𝑘) (5.2) 

 

5.2.2.3 Algorithm description  

 

In this section, the procedure for solving the HEN synthesis problem using the proposed 

hybrid method is presented. 

Step 1: Initialize tuning parameters of TS and PSO.  
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Step 2: Generate the initial solution of TS, called current solution (s). This solution indicates the HEN 

topology and is generated randomly (i.e., the binary variables values are created by TS method).  

Step 3: For a given topology, PSO randomly generates heat loads, hot stream fractions and cold 

stream fractions (i.e., the continuous variables values are created by PSO method). Calculate 

temperatures, areas and costs.   

Step 4: Construct the neighborhood for the initial solution, which is both the current solution (s) and 

the best current solution (s*). The neighborhood size, N(s), is equal to the superstructure size and only 

one move is performed for each neighbor during the neighborhood generation. Thus, for each neighbor 

the topology differs from that of the initial solution by one element (i.e., starting from the initial 

configuration of the HEN superstructure, each neighbor has one heat exchanger added, if there is no 

heat exchanger in that given position, or removed, if there is a heat exchanger in that given position).  

Step 5: Apply PSO algorithm for each neighbor. Calculate temperatures, areas and costs.   

Step 6: Select the best neighbor solution. Judge if this candidate is better than the initial solution. If 

this solution is better, it is the starting point for the next iteration (i.e., this solution will be the current 

solution and the best current solution). If no solution in neighborhood is better than the initial solution, 

the best neighbor solution is chosen for starting the second iteration (i.e., this solution will be the 

current solution). The best solution in neighborhood is included on tabu list.    

Step 7: Construct the neighborhood for the current solution (s).  

Step 8: Apply PSO algorithm for each element of neighborhood. Calculate temperatures, areas and 

costs.   

Step 9: Select the best neighbor solution. Judge if this candidate is on tabu list. If it is not present, it 

assumes the status of current solution (s) and is added on tabu list. Besides that, if this same candidate 

has objective function value better that the best current solution, it replaces the best current solution 

(s*). However, if that candidate is tabooed, evaluate the aspiration criteria. If it is satisfied (i.e., the best 

solution in neighborhood is better than the best current solution), this candidate is accepted and it 

becomes the current solution and the best current solution. Otherwise, evaluate the second best solution.  

Step 10: Judge the stopping criterion (BTmax), which is the number of iterations without any 

improvement of the best solution. If it is achieved, stop execution; otherwise, return to Step 7.  
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Table 5.1 presents the tuning parameters for TS and PSO.  These values were chosen 

based on preliminary tests performed to the biorefineries case studies by the present authors. 

 

Table 5.1. Tuning parameters for TS and PSO. 

Tabu Search Particle Swarm Optimization 

BTmax TL N(s) Iter Npt wmin wmax c1 c2 

2 35 I·J·K* 100 300 0.4 0.9 1.1 1.1 

* The neighborhood has the same size as the superstructure, which is calculated by multiplication of 

the number of hot streams (I), cold streams (J) and stages (K) of the superstructure. The number of hot 

and cold streams varies from one case study to another, as well as among the periods.  

 

 During the procedure for energy integration of each case study, ten executions of the 

code for each period were performed. All case studies were run on a 2.50 GHz Intel® Core™ i5-3210 

processor with 6.00 GB of RAM. In addition, aiming at maintaining the HEN feasibility and reduce 

the processing time, four strategies are performed by TS-PSO, as follows. 

Strategy 1: In case a hot/cold stream is providing/receiving more heat than the available/required 

(constraints expressed in Eqs. 3.47 and 3.48 of Chapter 3), that exceeding quantity is removed from a 

random heat exchanger in that respective stream.  

Strategy 2: If stream fractions sum in a stage is greater than one (constraints expressed in Eqs. 3.29 

and 3.30 of Chapter 3), the amount that surpass one is removed from a random stream split fraction in 

that stage. If stream fractions sum in a stage is smaller than one (constraints expressed in Eqs. 3.29 and 

3.30 of Chapter 3), the required amount to achieve one is added to a random stream split fraction in 

that stage. This strategy allows meeting the equality constraints of the HEN model.    

Strategy 3: In case the best solution of the swarm is not improved in n iterations for a candidate 

solution of TS, the next candidate is evaluated. The value n is defined as ten percent of the maximum 

number of iterations of PSO.   

Strategy 4: From one run to another, the best previous solution is the starting point for the next 

execution (i.e., the best solution of previous execution is introduced as the initial solution of TS and as 

one of particles in the swarm of PSO). Furthermore, during the evaluation of neighbors, the best 
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solution obtained for the continuous variables (i.e., by the PSO) for the previous neighbor is included 

as one of particles in the swarm that optimizes the next neighbor.        

To handle the other constraints, such as temperature constraints, a penalty function is 

applied. This function is the sum of all constraint violations multiplied by a constant. In this study, the 

constant was defined equal to 10
8
. 

Both methods, TS and PSO, are simple techniques to be implemented, since they use only 

basic mathematical operators. Studies of energy integration using only TS were performed by Lin and 

Miler (LIN; MILLER, 2004) and combining it with SQP method by Chen et al. (CHEN et al., 2008). 

Meanwhile, PSO technique has been widely used in the HEN synthesis by several authors (SILVA, 

RAVAGNANI; BISCAIA, 2008; SILVA et al., 2010; PAVÃO; COSTA; RAVAGNANI, 2016, 2017, 

PAVÃO et al., 2017a,b,c, 2018a,b). Although none of those works combined TS and PSO, such 

methods have proven, separately, to be able for HEN synthesis.     

 

5.2.3 Timesharing strategy  

 

In this study, an MINLP problem is solved separately for each period. Thus, to design the 

multiperiod HEN, timesharing mechanism (JIANG; CHANG, 2013) was used. This approach is a 

recent technique that has proven to be efficient and able to reduce investment costs of HEN. It allows 

the heat exchangers to perform different services throughout the plant operation (i.e., use the same 

device for different pair of streams matched in different periods). The algorithmic procedure to re-

organize the heat exchangers and integrate all HENs into a single one is described in Chapters 3 and 4.  

 

5.3 Biorefineries 

 

In this study, three industrial case studies of energy integration in biorefineries were 

performed. All of them consist in simulation of processes for 1G/2G anhydrous ethanol and electricity 

production (FURLAN et al., 2012, 2013). The biorefineries differ whether xylose fraction from 

bagasse is exploited. Fig. 5.1 presents the diagram of the process. Main parameters, operating 
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conditions and results for biorefinery simulations are presented in Appendix 5.A.  

Ethanol and electricity production is a process well-known in the literature. Details about 

1G ethanol process production are presented in Chapter 3. The liquid fraction rich in hydrolysis 

products from hemicellulose (five carbon sugars, notably xylose) coming from the filter (E510) can be 

discarded, fermented or biodigested. Each one of these routes indicates a biorefinery case study. In 

Case Study 1, that fraction is discarded. In Case Study 2, the xylose fraction is used to produce 2G 

ethanol. Thus, operations of concentration (E702) and fermentation (E706) are included. In Case 

Study 3, that xylose fraction is used to produce biogas, being necessary to add to the process the steps 

of adjustment of chemical oxygen demand (E801) and biodigestion (E803). It is important to mention 

that the biogas produced by xylose biodigestion is one more energy source (fuel) to the cogeneration 

system, allowing more bagasse to be diverted to 2G ethanol production (when compared to simply 

discarding xylose fraction). Finally, the solid fraction from the filter (E606), which is located after 

hydrolysis operation, consists mainly of lignin and is sent to the boiler (E403).  

The biorefinery represented in Fig. 5.1 corresponds to the process with energy 

integration, which already has a degree of energy integration. This biorefinery is named in this work 

process “with project integration “. In biorefineries without any energy integration, every heating and 

cooling of streams is provided by hot and cold utilities, which is named in this work “without energy 

integration”. Furthermore, other two terminologies for biorefineries are used in this study. The process 

with HEN synthesized for each period is named “with the single-period HEN” and the process with 

the multiperiod HEN is named “with the multiperiod HEN”. 

In this work, the assumption of one hot utility and one cold utility for the HEN model was 

performed. As hot utility, saturated steam at 17.4 bar is selected. Although steam is used at different 

pressures levels for heating of streams in Brazilian plants, including the vegetable steam produced in 

the pre-evaporators, in this study only steam at 17.4 bar was considered, since it meets the temperature 

constraints for all cold streams. Choosing more than one hot utility would make the HEN synthesis 

problem more complex and difficult to solve, since models with multiple utilities have more variables. 

Furthermore, case studies in biorefineries are already large-scale problems. As cold utility, cooling 

water at 298 K is selected. This cold utility is produced in the cooling tower, which cools water from 
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305 K to 298 K. Costs of hot utility (chu) and cold utility (ccu) are 96 USD/kW year and 50 USD/kW 

year, respectively. The coefficients for annual costs of investment on heat exchangers are a = 4,897 

USD/ year, b = 33 USD/m
1.56

 year and c = 0.78. Procedure for the calculation of costs of utilities and 

coefficients for annual costs of investment on heat exchangers is presented in Chapters 3 and 4.  

Several assumptions are the same for case studies. One of them refers to the convective 

heat transfer coefficients of hot streams, cold streams and utilities, which were estimated from the 

overall heat transfer coefficient given by Ensinas (2008). For estimating them, the hypothesis ‘the 

convective heat transfer coefficients are the same for all streams’ was performed. Besides, 

temperatures of utilities are constants (i.e., possible variations in temperatures of the steam and the 

cooling water were not considered). In all cases, EMAT was set to 1 K and four stages were used in 

the superstructure.  The total operation time of the plant is 5,760 h/year.   

Three periods were considered for each case study. Each period indicates a process 

condition. In Period 1, no bagasse is deviated for the 2G ethanol production (i.e., this period includes 

only 1G ethanol and surplus electricity production). In Period 3, the maximum fraction of bagasse is 

available for 2G ethanol production (i.e., this period includes 1G/2G ethanol and electricity production). 

The maximum amount of bagasse that could be destined for 2G ethanol production is the maximum 

value that ensures the maintenance of the energy self-sufficiency of the process. In Period 2, half of that 

fraction of bagasse is deviated for the 2G ethanol production (i.e., this period includes 1G/2G ethanol 

and surplus electricity production). This approach of dividing fractions of bagasse among periods is 

applied to all case studies. In addition, to compare the multiperiod HEN with demands and costs of 

processes without energy integration, with project energy integration and with the single-period HEN, 

the multiperiod HEN assumes the utility demand of proposed HEN for each period (that is, for this 

comparison, the biorefinery would operate throughout the year under the same process condition) and 

the capital cost estimated by the final device set from the timesharing procedure.  
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Figure 5.1. Steps of 1G/2G ethanol and eletricity production process. 
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5.4 Results and discussion 

 

This section presents three industrial case studies of energy integration in biorefineries. 

Simplified diagrams of multiperiod HENs are presented in each case study, but important design data, 

such as heat loads, temperatures, bypasses for cold streams in heat exchangers with surplus area, areas 

and units assigned to each match, are detailed in Appendix 5.B. 

 

5.4.1 Case study 1 

 

Case Study 1 refers to 1G/2G ethanol and electricity production process, with disposal of 

the fraction of xylose. In Period 1, no bagasse is deviated for 2G ethanol section. In Periods 2 and 3, 

33% and 66% of all bagasse is deviated for 2G ethanol production, respectively. Possessing 8 hot 

streams, 7 cold streams and 4 stages, Period 1 has 896 variables. On the other hand, Periods 2 and 3 

have 9 hot streams, 10 cold streams and 4 stages, leading to 1,440 variables. Table 5.2 shows streams 

data for the three periods. In this table, column 2 designates the label of hot and cold streams. Column 

3 indicates the heat exchanger in Table 5.2 that provides the required service (e.g., C4 is the cold 

stream from the bottom of Column A, which is vaporized in a device called Reboiler A, indicated by 

E306 in Fig. 5.1).  

 

Table 5.2. Stream data for sugarcane biorefinery of Case Study 1. 

Stream 

Device 

indicated 

in Fig. 5.1 

T0 

(K) 

Tfinal 

(K) 

CP 

(kW/K) 

h 

(kW/m2 

K) 

Period 1     
 

H1 Concentrated juice E204 388 306 638 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 11,661 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 60,307 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 24,592 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,074 1.38 

H6 Vinasse E302 385 363 747 1.38 

H7 Monoethylene glycol E313 421 353 33 1.38 
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H8 Anhydrous ethanol E315 351 308 43 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 867 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 67,968 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,466 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 352 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 335 1.38 

Period 2  
    

H1 Concentrated juice E204 388 306 713 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 13,086 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 66,136 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 26,942 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,272 1.38 

H6 Vinasse E302 385 363 862 1.38 

H7 Monoethylene glycol E313 421 353 37 1.38 

H8 Anhydrous ethanol E315 351 308 47 1.38 

H9 Pretreated bagasse E506 468 353 525 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 995 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 76,914 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 23,510 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 386 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 367 1.38 

C8 Bagasse + soaking water E503 439 468 523 1.38 

C9 Soaking water E506 303 458 418 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 206 1.38 

Period 3  
    

H1 Concentrated juice E204 388 306 788 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 14,532 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 71,935 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 29,277 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,469 1.38 

H6 Vinasse E302 385 363 981 1.38 

H7 Monoethylene glycol E313 421 353 40 1.38 

H8 Anhydrous ethanol E315 351 308 51 1.38 

H9 Pretreated bagasse E506 468 353 1,047 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 1,129 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 86,036 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 24,443 1.38 
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C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 419 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 398 1.38 

C8 Bagasse + soaking water E503 439 468 1,042 1.38 

C9 Soaking water E506 303 458 834 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 410 1.38 

 

For biorefinery without energy integration (S1), the TAC for Periods 1, 2 and 3 is 30.5, 

44.1 and 57.7 million USD/year, respectively. In process with project energy integration (S2), the 

TAC is 23.0, 26.8 and 30.5 million USD/year for Periods 1, 2 and 3, respectively. Energy integration 

was performed according to strategies from Section 5.2. For Periods 1, 2 and 3, the average processing 

time of the algorithm was 25, 63 and 58 minutes, respectively. These values indicate the processing 

time for one single run for each period. In Periods 1, 2 and 3, the TAC of processes with the single-

period HEN (S3) is 12.7, 13.3 and 14.4 million USD/year, respectively. Table 5.3 summarizes the 

number of heat exchange devices, area and costs for each period of operation.  

 

Table 5.3. Number of heat exchange devices, total area, capital cost (CC), operating cost (OC), and 

total annualized cost (TAC) for the single-period HEN using TS-PSO in Case Study 1. 

 
Units 

Total required 

area (m
2
) 

CC 

(USD/year) 

OC 

(USD/year) 

Single-period solution 

TAC (USD/year) 

Period 1 24 25,699.1 279,117 12,468,797 12,747,915 

Period 2 32 37,769.0 386,761 12,911,180 13,297,942 

Period 3 32 44,639.6 420,427 13,963,062 14,383,489 

 

After applying the timesharing mechanisms to integrate all HENs into a single one, the 

multiperiod HEN was synthesized (S4). For this HEN, the capital cost estimated is 423,534 USD/year 

with total area of 45,113.5 m
2 
and 32 heat transfer devices. For a hypothetical situation where the three 

periods have the same operation time, the operating cost and the TAC of the multiperiod HEN are 

13,114,347 USD/year and 13,537,881 USD/year, respectively. There is an area overdesign of 75% for 

Period 1, 19% for Period 2 and 1% for Period 3. Fig. 5.2 shows the multiperiod HEN configuration. In 

this figure, the labels above heat exchangers indicate the employed device in the multiperiod HEN for 
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each match in Periods 1, 2 and 3, respectively. When a match does not exist in a period, the symbol ‘-’ 

is used. Note that Periods 1, 2 and 3 have devices with fixed services between H1-C3, H3-C1 and H3-

C3 (i.e., these devices perform heat integration between the same pair of streams). The heat exchanger 

that uses the match H6-C2 has fixed service in Periods 1 and 2, while devices that combine H1-C2, 

H4-C1 and H6-C5 have fixed services in Periods 1 and 3. Devices assigned to pairs H1-C9, H2-C2, 

H3-C9, H5-C10, H7-C5, H9-C2 and H9-C4 comprise fixed heat exchanger services in Period 2 and 3. 

The HENs of Periods 1 and 2 and of Periods 1 and 3 have important differences in theirs 

configurations, while the HENs of Periods 2 and 3 are more similar.  Period 1 has two pairs of streams 

without any correspondence with other periods. Periods 2 and 3 have four and five pairs of streams 

that are not matched in other operating conditions, respectively. If the multiperiod HEN were 

synthesized by merging all HENs into one, this HEN would use all devices from all solutions of 

periods. For this case study, the multiperiod HEN synthesized by merging would have several devices 

with idle periods. However, the timesharing strategy proposed by Jiang and Chang (2013) allows a 

device to be used for different pairs of streams in each period (i.e., a set of heat exchangers is sized to 

perform different services among operating periods), overcoming overdesign and decreasing 

investment cost. After using timesharing mechanisms, a set of bypasses must be designed to allocate 

the correct matching of streams to a device in a given period. In Period 1, five cold streams have more 

than half of their flow rate bypassing heat exchangers in the designed multiperiod HEN. For Periods 2 

and 3, only two and one heat exchanger has bypasses above 50%. When comparing the number of idle 

devices, Period 1 has 8 idle heat exchangers. In Periods 2 and 3, all devices are being used. Although 

Period 1 has some devices that are not being used, these heat exchangers present areas lower than 600 

m
2 

(that is, the economic impact in HEN costs is small, since the area of idle devices is lower than 2% 

of total area of the multiperiod HEN).   
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Figure 5.2. Multiperiod HEN using TS-PSO of Case Study 1. 

 

Table 5.4 shows savings in steam demand and TAC of processes with the single-period 

and the multiperiod HEN compared to processes without any energy integration and with project 
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energy integration. The saving of steam is the same between processes with the single-period and the 

multiperiod HEN in each period, because the calculation procedure of operating costs for the 

multiperiod HEN in a given period assumes that the process operates only in that operating condition. 

It is important to highlight the savings obtained by the multiperiod HEN, since it allows the 

biorefinery to operate in different process conditions. The process with the multiperiod HEN presents 

reduction in TAC of 58%, 70% and 75% when compared to the process without energy integration for 

Periods 1, 2 and 3, respectively. The process with the multiperiod HEN presents reduction in TAC of 

44%, 50% and 53% when compared to the process with project energy integration for Periods 1, 2 and 

3, respectively. Furthermore, for those processes, savings of steam reach 54%, 65% and 70% when 

compared to the process without energy integration and 41%, 45% and 46% when compared to the 

process with project energy integration for Periods 1, 2 and 3, respectively.  

 

Table 5.4. Saving of steam demand and TAC of the processes with the single-period HEN (S3) and 

with the multiperiod HEN (S4) using TS-PSO in relation to the processes without energy integration 

(S1) and with project energy integration (S2) in Case Study 1. 

Saving (%) 

P1 P2 P3 

S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 

HU 53.98 40.63 53.98 40.63 64.95 44.97 64.95 44.97 69.77 46.35 69.77 46.35 

TAC 58.19 44.69 57.71 44.06 69.85 50.35 69.77 50.21 75.07 52.79 75.06 52.78 

 

Among case studies presented in this work, only Case Study 1 was previously studied. 

The present authors used PSO and SA-RFO methods to solve this problem (please, see Chapters 3 and 

4). When employing adapted PSO for integer and continuous variables, these authors obtained a TAC 

for the single-period HEN of 19.6, 25.5 and 27.8 million USD/year for Periods 1, 2 and 3, 

respectively. For the multiperiod HEN, the TAC was 24,342,777 USD/year (that is, for a hypothetical 

situation where each period operates 1/3 of the total operation time). These results present marginal 

improvements in TAC when compared to the process with project integration. Since the application 

PSO algorithm to integer and continuous variables in large-scale problems can present failures, 
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especially in dealing with integer variables, this strategy is not good. Using SA-RFO (OLIVEIRA et 

al., 2017), these authors achieved a TAC for the single-period HEN of 12.4, 12.9 and 13.8 million 

USD/year for Periods 1, 2 and 3, respectively. For the multiperiod HEN, the estimated TAC was 

12,688,561 USD/year (that is, assuming that each period operates 1/3 of the total operation time). 

Although, in terms of saving of TAC and steam consumption, the results achieved by SA-RFO are a 

little better than results obtained in this work, the difference between the TAC solution via SA/RFO 

and TS/PSO is very small (i.e., for all periods this difference is lower than 2%). Since this case study 

is a large-scale problem, challenges in mathematical optimization were expected. Chen et al. (CHEN et 

al., 2008) used TS in upper level and SQP in inner level for the HEN synthesis. These authors detected 

failures in inner loop, requiring a model reformulation to facilitate the solution with SQP. Later, Pavão et 

al. (2017a) presented an approach including SA and PSO for lower level, which is called Rocket 

Fireworks Optimization (RFO). According to the authors, the novel strategy presented better results than 

those presented using only PSO in lower level. Therefore, there are difficulties in the continuous 

variables optimization level, which was noticed by those works, as well as in this study.  

 

5.4.2 Case study 2 

 

Case Study 2 refers to 1G/2G ethanol and electricity production process, with the fraction 

of xylose used to produce 2G ethanol. In Period 1, no bagasse is deviated for the 2G ethanol section. 

In Periods 2 and 3, 17% and 34% of all bagasse is deviated for the 2G ethanol production, 

respectively. Period 1 has 8 hot streams, 7 cold streams and 4 stages, so there are 896 variables. The 

other two periods exhibit 10 hot streams, 10 cold streams and 4 stages, and 1,600 variables. Table 5.5 

shows streams data for the three periods.  

 

Table 5.5. Stream data for sugarcane biorefinery of Case Study 2. 

Stream 

Device 

indicated 

in Fig. 5.1 

T0 

(K) 

Tfinal 

(K) 

CP 

(kW/K) 

h 

(kW/m2 

K) 

Period 1     
 

H1 Concentrated juice E204 388 306 638 1.38 
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H2 Vapor from Column D top (Condenser D) E304 358 357 11,661 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 60,307 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 24,592 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,074 1.38 

H6 Vinasse E302 385 363 747 1.38 

H7 Monoethylene glycol E313 421 353 33 1.38 

H8 Anhydrous ethanol E315 351 308 43 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 867 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 67,968 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,466 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 352 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 335 1.38 

Period 2  
    

H1 Concentrated juice E204 388 306 677 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 12,943 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 64,703 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 26,345 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,222 1.38 

H6 Vinasse E302 385 363 876 1.38 

H7 Monoethylene glycol E313 421 353 36 1.38 

H8 Anhydrous ethanol E315 351 308 46 1.38 

H9 Pretreated bagasse E506 468 353 270 1.38 

H10 Xylose E705 388 308 77  

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 1,001 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 76,318 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,469 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 377 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 359 1.38 

C8 Bagasse + soaking water E503 439 468 269 1.38 

C9 Soaking water E506 303 458 215 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 106 1.38 

Period 3  
    

H1 Concentrated juice E204 388 306 717 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 14,274 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 69,257 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 28,162 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,375 1.38 

H6 Vinasse E302 385 363 1,010 1.38 



Thesis – Cássia Maria de Oliveira 

109 

 

H7 Monoethylene glycol E313 421 353 38 1.38 

H8 Anhydrous ethanol E315 351 308 49 1.38 

H9 Pretreated bagasse E506 468 353 551 1.38 

H10 Xylose E705 388 308 156  

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 1,146 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 85,032 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,434 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 403 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 383 1.38 

C8 Bagasse + soaking water E503 439 468 548 1.38 

C9 Soaking water E506 303 458 439 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 216 1.38 

 

For biorefinery without energy integration (S1), the TAC is 30.5, 38.8 and 47.3 million 

USD/year for Periods 1, 2 and 3, respectively. For the same periods, in the process with project energy 

integration (S2), the TAC is 23.0, 25.6 and 28.3 million USD/year. During energy integration, the 

average processing time of the algorithm was 25, 73 and 62 minutes in Periods 1, 2 and 3, 

respectively. TAC of the process with the single-period HEN (S3) is 12.7, 13.6 and 14.1 million 

USD/year, for those same periods. Table 5.6 presents the number of heat exchange devices, area and 

costs for each period of operation.  

 

Table 5.6. Number of heat exchange devices, total area, capital cost (CC), operating cost (OC), and 

total annualized cost (TAC) for single-period HEN using TS-PSO in Case Study 2. 

 
Units 

Total required 

area (m
2
) 

CC 

(USD/year) 

OC 

(USD/year) 

Single-period solution 

TAC (USD/year) 

Period 1 24 25,699.1 279,117 12,468,797 12,747,915 

Period 2 39 32,287.5 400,320 13,188,084 13,588,404 

Period 3 37 41,598.6 441,626 13,637,792 14,079,418 

 

For the multiperiod HEN (S4), the capital cost estimated is 453,979 USD/year with total 

area of 42,154.3 m
2 

and 39 heat transfer devices. As it was explained in Case Study 1, for a 
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hypothetical situation where the three periods have the same operation time, the operating cost and the 

TAC of multiperiod HEN are 13,098,225 USD/year and 13,552,204 USD/year, respectively. There is 

an area overdesign of 64% for Period 1, 31% for Period 2 and 1% for Period 3. Fig. 5.3 shows the 

multiperiod HEN configuration. Note that Periods 1, 2 and 3 have devices with fixed services between 

H1-C3, H3-C1, H3-C3 and H6-C2. Devices combining H1-C2 and H7-C2 have fixed services between 

Periods 1 and 2. Periods 1 and 3 have one device with fixed service between streams H4 and C1. More 

fixed heat exchanger services are present in Periods 2 and 3 and these services are those related to 

pairs H1-C6, H1-C9, H2-C2, H2-C3, H2-C9, H3-C10, H4-C2, H4-C9, H5-C10, H7-C5, H9-C2, H9-

C4, H9-C5, H10-C3, H10-C6. The HENs of Periods 2 and 3 are very similar (i.e., the devices involve 

heat transfer among the same pairs of streams). In Period 2, all devices have the same matches of 

Periods 1 and/or 3. In Period 1, only devices including the streams H3-C2 and H6-C5 do not have 

services in common with Periods 2 and 3. In Period 3, the devices assigned to pairs H3-C9 and H5-C9 

have no fixed services with any other periods. Besides, in Periods 1 and 2, five and ten cold streams 

have more than half of their flow rate bypassing heat exchangers, respectively. Since the multiperiod 

HEN uses almost all devices designed for Period 3, in no heat exchanger the required bypasses surpass 

50% in this period. When comparing the number of idle devices, Periods 1 and 3 have 15 and 2 idle 

heat exchangers, respectively. In Period 2, all devices are being used. Those idle heat exchangers in 

Period 1 present areas that sum up 1,519.4 m
2
, which is lower than 4% of the total area of the 

multiperiod HEN. In Period 3, those idle devices present areas lower than 4 m
2
. 

 

Table 5.7. Saving of steam demand and TAC of the processes with the single-period HEN (S3) and 

with the multiperiod HEN (S4) using TS-PSO in relation to the processes without energy integration 

(S1) and with project energy integration (S2) in Case Study 2. 

Saving (%) 

P1 P2 P3 

S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 

HU 53.98 40.63 53.98 40.63 60.80 42.83 60.80 42.83 66.00 45.54 66.00 45.54 

TAC 58.19 44.69 57.61 43.93 64.94 47.00 64.80 46.79 70.26 50.21 70.23 50.16 
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Figure 5.3. Multiperiod HEN using TS-PSO for Case Study 2. 

 

Table 5.7 shows savings in steam demand and TAC of processes with the single-period and 

the multiperiod HEN compared to processes without energy integration and with project energy 

integration. More attention is given to the savings obtained by the multiperiod HEN. The process with the 

multiperiod HEN presents reduction in TAC of 58%, 65% and 70% when compared to the process without 

energy integration for Periods 1, 2 and 3, respectively. The process with multiperiod HEN presents 
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reduction in TAC of 44%, 47% and 50% when compared to the process with project energy integration for 

Periods 1, 2 and 3, respectively. Still, for those processes, savings of steam reach 54%, 61% and 66% when 

compared to the process without energy integration for Periods 1, 2 and 3, respectively, and 41%, 43% and 

45% when compared to the process with project energy integration for Periods 1, 2 and 3, respectively. 

 

5.4.3 Case study 3 

 

Case Study 3 refers to 1G/2G ethanol and electricity production process. In this case 

study the fraction of xylose is biodigested to produce biogas. In Period 1, no bagasse is deviated for 

2G ethanol section. In Periods 2 and 3, 39% and 78% of all bagasse is deviated for 2G ethanol 

production, respectively. It is interesting to observe that this case study presents the largest 

percentages of bagasse that can be deviated to produce 2G ethanol, since the produced biogas serves 

as complementary fuel in the boiler. Eight hot streams, 7 cold streams and 4 stages are present in 

Period 1, which implies a mathematical model with 896 variables. The number of variables in the 

mathematical model is almost doubled (1,600 variables) in Periods 2 and 3, since they have 10 hot 

streams, 10 cold streams and 4 stages. Table 5.8 shows streams data for the three periods.  

 

Table 5.8. Stream data for sugarcane biorefinery of Case Study 3. 

Stream 

Device 

indicated 

in Fig. 5.1 

T0 

(K) 

Tfinal 

(K) 

CP 

(kW/K) 

h 

(kW/m2 

K) 

Period 1     
 

H1 Concentrated juice E204 388 306 638 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 11,661 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 60,307 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 24,592 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,074 1.38 

H6 Vinasse E302 385 363 747 1.38 

H7 Monoethylene glycol E313 421 353 33 1.38 

H8 Anhydrous ethanol E315 351 308 43 1.38 

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 



Thesis – Cássia Maria de Oliveira 

113 

 

C3 Wine E301/E302 303 362 867 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 67,968 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 22,466 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 352 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 335 1.38 

Period 2  
    

H1 Concentrated juice E204 388 306 724 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 13,316 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 67,021 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 27,298 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,302 1.38 

H6 Vinasse E302 385 363 880 1.38 

H7 Monoethylene glycol E313 421 353 37 1.38 

H8 Anhydrous ethanol E315 351 308 51 1.38 

H9 Pretreated bagasse E506 468 353 604 1.38 

H10 Xylose E705 344 313 674  

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 1,010 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 78,239 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 23,622 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 391 1.38 

C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 371 1.38 

C8 Bagasse + soaking water E503 439 468 602 1.38 

C9 Soaking water E506 303 458 481 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 237 1.38 

Period 3  
  

 
 

H1 Concentrated juice E204 388 306 816 1.38 

H2 Vapor from Column D top (Condenser D) E304 358 357 15,094 1.38 

H3 Vapor from Column B top (Condenser B) E305/E301 355 354 74,164 1.38 

H4 Vapor from extractive column top (Condenser DEH1) E309 351 350 30,174 1.38 

H5 Vapor from recovery column top (Condenser DEH2) E310 333 332 2,545 1.38 

H6 Vinasse E302 385 363 1,028 1.38 

H7 Monoethylene glycol E313 421 353 41 1.38 

H8 Anhydrous ethanol E315 351 308 53 1.38 

H9 Pretreated bagasse E506 468 353 1,247 1.38 

H10 Xylose E705 344 313 1,390  

C1 Juice E114 321 343 1,256 1.38 

C2 Juice E117 343 378 1,288 1.38 

C3 Wine E301/E302 303 362 1,181 1.38 

C4 Liquid from Column A bottom (Reboiler A) E306 384 385 89,594 1.38 

C5 Liquid from Column B1 bottom (Reboiler B) E307 381 382 24,776 1.38 

C6 Liquid from extractive column bottom (Reboiler DEH1) E311 379 407 432 1.38 
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C7 Liquid from recovery column bottom  (Reboiler DEH2) E312 411 421 411 1.38 

C8 Bagasse + soaking water E503 439 468 1,241 1.38 

C9 Soaking water E506 303 458 993 1.38 

C10 Solid fraction (cellulose + lignin) E602 315 323 488 1.38 

 

For biorefinery without energy integration (S1), the TAC is 30.5, 47.2 and 65.1 million 

USD/year for Periods 1, 2 and 3, respectively. In the process with project energy integration (S2), the 

TAC is 23.0, 28.4 and 34.1 million USD/year, respectively. For the energy integration, the average 

processing time of the algorithm was 25, 84 and 56 minutes in Periods 1, 2 and 3, respectively. TAC 

of the process with the single-period HEN (S3) is 12.7, 14.2 and 16.8 million of USD/year for those 

periods. Table 5.9 presents the number of heat exchange devices, area and costs for each period of 

operation.  

 

Table 5.9. Number of heat exchange devices, total area, capital cost (CC), operating cost (OC), and 

total annualized cost (TAC) for single-period HEN using TS-PSO in Case Study 3. 

 
Units 

Total required 

area (m
2
) 

CC 

(USD/year) 

OC 

(USD/year) 

Single-period solution 

TAC (USD/year) 

Period 1 24 25,699.1 279,117 12,468,797 12,747,915 

Period 2 33 42,348.0 424,612 13,737,335 14,161,947 

Period 3 31 50,440.1 447,269 16,345,985 16,793,254 

 

For the multiperiod HEN (S4), the estimated capital cost is 468,916 USD/year with total 

area of 51,976.9 m
2 

and 33 heat transfer devices. The operating cost and the TAC of the multiperiod 

HEN are 14,184,039 USD/year and 14,652,954 USD/year, respectively in the hypothetical situation 

where the three periods have the same operation time. There is an area overdesign of 102% for Period 

1, 23% for Period 2 and 3% for Period 3. Fig. 5.4 shows the multiperiod HEN configuration. Note that 

Periods 1, 2 and 3 have devices with fixed services between H1-C3, H3-C1, H3-C3 and H6-C2. There 

is no common service for any one of the heat exchangers in Periods 1 and 2. The device combining 

H4-C1 has fixed service in Periods 1 and 3. More fixed heat exchanger services are present in Periods 

2 and 3, and these services are related to pairs H1-C9, H2-C2, H2-C3, H3-C9, H3-C10, H4-C9, H7-
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C5, H9-C2, H9-C4 and H9-C5. Besides that, in Period 1, five cold streams have more than half of 

their flow rate bypassing heat exchangers. For Periods 2 and 3, two and six heat exchangers have 

bypasses above 50%. The HENs of Periods 1 and 3 and of Period 1 and 2 have significant differences. 

However, in Periods 2 and 3 the HENs are similar. Period 1 has four pairs of streams without any 

correspondence with other periods. Periods 2 and 3 have five and four pairs of streams that are not 

matched in other operation conditions, respectively. When comparing the number of idle devices, 

Periods 1 and 3 have 9 and 2 idle heat exchangers, respectively. In Period 2, all devices are being used. 

Those idle heat exchangers in Period 1 present a total area of 1,184.4 m
2
, which is lower than 3% of the 

total area of the multiperiod HEN. In Period 3, these idle devices present areas lower than 113 m
2
. 

 

Table 5.10. Saving of steam demand and TAC of the processes with the single-period HEN (S3) and 

with the multiperiod HEN (S4) using TS-PSO in relation to the processes without energy integration 

(S1) and with project energy integration (S2) in Case Study 3. 

Saving (%) 

P1 P2 P3 

S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 S3/S1 S3/S2 S4/S1 S4/S2 

HU 53.98 40.63 53.98 40.63 66.61 46.45 66.61 46.45 71.38 47.34 71.38 47.34 

TAC 58.19 44.69 57.57 43.86 69.99 50.14 69.89 49.98 74.20 50.73 74.17 50.66 

 

Table 5.10 shows savings in steam demand and TAC of processes with the single-period 

and with the multiperiod HEN compared to processes without energy integration and with project 

energy integration. Highlight is given to the savings obtained by the multiperiod HEN. The process 

with the multiperiod HEN presents reduction in TAC of 58%, 69% and 74% when compared to the 

process without energy integration for Periods 1, 2 and 3, respectively. The process with the 

multiperiod HEN presents reduction in TAC of 44%, 50% and 51% when compared to the process 

with project energy integration for Periods 1, 2 and 3, respectively. Furthermore, for those processes, 

savings of steam reach 54%, 67% and 71% when compared to the process without energy integration, 

and 41%, 46% and 47% when compared to the process with project energy integration for Periods 1, 2 

and 3, respectively.  



Thesis – Cássia Maria de Oliveira 

116 

 

 

Figure 5.4. Multiperiod HEN using TS-PSO for Case Study 3. 

 

5.4.4 Remarks  

 

In this section some remarks are presented, which are valid for all case studies. In 

Appendix 5.B, details about design of HENs are presented. In Tables 5.B.1, 5.B.5 and 5.B.9 of that 
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appendix, note that there are different heat exchangers assigned to the same pair of streams in a given 

period. For example, in Periods 2 and 3 of Case Study 1, two different heat exchangers are assigned to 

pair H1-C9 (in stages 1 and 4 of the superstructure); in Period 2 of Case Study 2, two different heat 

exchangers are assigned to pair H3-C1 (in stages 1 and 2 of the superstructure); in Period 3 of Case 

Study 3, two different heat exchangers are assigned to pair H6-C2 (in stages 1 and 3 of the 

superstructure). This HEN configuration, where different devices are assigned to the same pair of 

streams in different stages of the superstructure in the same period, is obtained due to the maximum 

area constraint (i.e., area of heat exchanger is limited to 5,500 m
2
), which allows designing HENs 

more feasible from a practical perspective.  

 

Table 5.11. Compilation of results for all case studies for utility demand (CU and HU), total area, 

operating cost (OC), capital cost (CC), and total annualized cost (TAC) in processes without energy 

integration (S1), with project integration (S2), with the single-period HEN (S3) and with the 

multiperiod HEN (S4) using TS-PSO. 

Case study 

(CS) 

Period Process CU (kW) HU (kW) 

Total required  

area (m2) 

OC (USD/year) CC (USD/year) TAC (USD/year) 

CS1 

P1 

S1 171,477 227,505 8,602.4 30,351,067 137,644 30,488,710 

S2 120,324 176,352 9,782.4 22,902,099 144,668 23,046,767 

S3 48,677 104,705 25,699.1 12,468,797 279,117 12,747,915 

S4 48,677 104,705 45,113.5 12,468,797 423,534 12,892,331 

P2 

S1 250,778 327,924 12,656.7 43,926,941 184,932 44,111,874 

S2 131,698 208,844 14,722.4 26,586,353 195,126 26,781,480 

S3 37,789 114,935 37,769.0 12,911,180 386,761 13,297,942 

S4 37,789 114,935 45,113.5 12,911,180 423,534 13,334,714 

P3 

S1 329,729 428,282 14,623.6 57,479,601 205,998 57,685,599 

S2 142,713 241,266 19,647.7 30,246,083 218,640 30,464,722 

S3 30,892 129,450 44,639.6 13,963,062 420,427 14,383,489 

S4 30,892 129,450 45,113.5 13,963,062 423,534 14,386,596 

CS2 P1 

S1 171,477 227,505 8,602.4 30,351,067 137,644 30,488,710 

S2 120,324 176,352 9,782.4 22,902,099 144,668 23,046,767 

S3 48,677 104,705 25,699.1 12,468,797 279,117 12,747,915 

S4 48,677 104,705 42,154.3 12,468,797 453,979 12,922,777 
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P2 

S1 222,635 286,678 11,148.9 38,570,441 181,979 38,752,421 

S2 132,526 196,569 12,858.3 25,448,649 191,072 25,639,722 

S3 48,329 112,375 32,287.5 13,188,084 400,320 13,588,404 

S4 48,329 112,375 42,154.3 13,188,084 453,979 13,642,064 

P3 

S1 275,618 348,571 13,792.1 47,141,522 197,742 47,339,264 

S2 144,639 217,592 16,065.5 28,068,186 208,569 28,276,755 

S3 45,541 118,498 41,598.6 13,637,792 441,626 14,079,418 

S4 45,541 118,498 42,154.3 13,637,792 453,979 14,091,772 

CS3 

P1 

S1 171,477 227,505 8,602.4 30,351,067 137,644 30,488,710 

S2 120,324 176,352 9,782.4 22,902,099 144,668 23,046,767 

S3 48,677 104,705 25,699.1 12,468,797 279,117 12,747,915 

S4 48,677 104,705 51,976.9 12,468,797 468,916 12,937,713 

P2 

S1 283,728 342,730 14,477.6 46,982,799 201,589 47,184,388 

S2 154,678 213,680 16,661.9 28,190,367 212,114 28,402,481 

S3 55,431 114,427 42,348.0 13,737,335 424,612 14,161,947 

S4 55,431 114,427 51,976.9 13,737,335 468,916 14,206,250 

P3 

S1 404,099 466,775 20,792.9 64,864,197 233,625 65,097,823 

S2 191,015 253,691 24,089.6 33,834,622 247,153 34,081,776 

S3 70,917 133,595 50,440.1 16,345,985 447,269 16,793,254 

S4 70,917 133,595 51,976.9 16,345,985 468,916 16,814,900 

 

Table 5.11 compares the values of utilities demand, area and costs among the processes 

without any energy integration, with project energy integration, with the single-period HEN and with 

the multiperiod HEN. It is important to recall that operating cost for the multiperiod HEN for each 

period is the annual operating cost of that given period. However, the operating cost of the multiperiod 

HEN that operates in multiple conditions depends on the operation time of the plant under each 

condition. In Table 5.11, note that the operating cost is 100 times greater than the capital cost. Thus, 

the operating cost has more influence on the total annualized cost. It is worth noticing that, when 

comparing TAC of processes with the single-period and with the multiperiod HEN, the latter is 1%, 

0.3% and 0.02% higher than the former in Case Study 1 for Periods 1, 2 and 3, respectively. For Case 

Studies 2 and 3, respectively, these numbers are 1%, 0.4% and 0.09%, and 1%, 0.3% and 0.1%. All 

these numbers represent little increase in TAC of the multiperiod HEN, compared to TAC of the 

corresponding single-period HENs. Thus, a small additional investment allows the process to operate 
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in different conditions, ensuring certain flexibility to the process. Furthermore, the uncertainty in values 

of parameters used to calculate the investment cost does not change significantly the optimal solution, 

since the TAC is little influenced by the investment cost of HEN. Such uncertainties are generated by 

assumptions as ‘all convective coefficients are equal’ and ‘constant temperatures of utilities’.    

One more important notice refers to HENs costs associated to cold stream 7 in Period 1 

and cold streams 7 and 8 in Periods 2 and 3 for all cases studies. These streams could not be integrated 

to other streams given their high temperatures (that is, only hot utility can be provided for heating cold 

streams 7 and 8). Thus, there is a built-in cost referring to steam demand and to the area of the heaters 

that are designed on those streams. In Case Studies 1 and 3, these costs represent 3%, 14% and 23% of 

TAC for HENs synthesized individually for Periods 1, 2 and 3, respectively. In Case Study 2, these 

costs represent 3%, 8% and 14% of TAC for HENs synthesized individually for Periods 1, 2 and 3, 

respectively. Since the steam demand of cold stream 7 and 8 in Case Study 2 is lower than in the other 

cases, those built-in costs are small. Such results imply important percentage values of TAC are 

associated to operating and investment costs of streams that cannot be integrated to other process 

streams. Notably, more relevant fraction of those values is associated to costs of cold stream 8, due to 

its heat capacity.  

When comparing the process with the multiperiod HEN to the process without energy 

integration, it is inferred that reductions in TAC can reach 75%. This reduction in TAC can reach 53% 

in the process with multiperiod HEN in relation to the process with project energy integration. For the 

multiperiod HEN, if comparison is performed in terms of saving of steam, the reduction of steam 

demand can achieve 71% when compared to the process without energy integration and 47% when 

compared to the process with project energy integration. These values indicate the maximum saving of 

TAC and steam demand among all cases and their periods. Although the values differ among case 

studies and operating conditions, in all cases the saving of TAC represents a very significant cost for 

the process. However, not all the bagasse saved by energy integration can be used to produce second 

generation ethanol, because the surplus 2G ethanol will increase heat loads of some streams and, 

consequently, the steam demand. Therefore, only a fraction of the bagasse saved can be used in 2G 

ethanol production. Estimating the fraction of the bagasse that can be diverted to 2G ethanol section is 
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not scope of this work, but it can be determined with an iterative procedure. In this procedure, after 

performing energy integration of the biorefinery, a new fraction of the bagasse is destined to 2G 

ethanol section and the process is simulated in this new condition. Afterwards, energy integration is 

applied to this condition in order to attain the current steam demand. This procedure is executed until 

energy demand does not change significantly. Since the HENs are synthesized to multiple periods, that 

procedure should be performed to each period. Although this work did not estimate the surplus 2G 

ethanol production that can be achieved with the multiperiod HEN synthesis, it demonstrates the 

potential of energy integration to provide improvements in 1G/2G ethanol and electricity production 

process. Besides that, the synthesis of multiperiod HEN presented in this study is an actual report of 

energy integration for industrial large scale plants.  

It is important to mention that the multiperiod HENs without fixed services require a 

cleaning step among the transition from one operating condition to another, as well as dead times. The 

dead times used to shutdown, cleaning, and starting up the plant among changing operating conditions 

are idle plant periods. However, these periods are commonly rather small than total plant operation time. 

In this work, these dead times were assumed as negligible and were not included in TAC, similarly to the 

works conducted by Jiang and Chang (2013, 2015), Miranda et al. (2016), Pavão et al. (2018a,b) and 

Oliveira et al. (2017). Dead times and their associated costs may be included in the objective function of 

mathematical model. However, to estimate such costs information about the duration and costs of the 

plant inactivity periods, and the number of times those transitions occur are required, which are difficult 

to predict. Additional information about the multiperiod HEN refers to its complexity, since valves, 

pipes, pumps and control instruments are needed to dislocate some streams to the heat exchangers 

indicated on the multiperiod HEN, as well as for the design of the bypasses. However, the multiperiod 

HEN approach allows the biorefinery to operate in multiple process conditions, which is a more realistic 

hypothesis than supposing that the biorefinery operates with fixed operating conditions. 

 

5.5 Conclusion 

 

The sugarcane industry in Brazil is responsible for putting Brazil in the second place in 
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the rank list of top producers of ethanol in the world. Thus, decreasing costs related to energy demand 

in ethanol production processes is valuable for the area. Depending on the case study and its period, 

the saving in TAC can reach 75% in the process with the multiperiod HEN when compared to the 

process without energy integration and 53% when compared to the process with the project energy 

integration. Furthermore, the process with the multiperiod HEN can save up to 71% and up to 47% of 

steam in relation to processes without energy integration and with project energy integration, 

respectively. The particular reduction in steam demand allows increasing the 2G ethanol production. 

Besides, the energy integration provides better use of environmental resources and energy security. As 

a consequence, all those improvements obtained by energy integration in biorefineries contribute to 

1G/2G ethanol and electricity production process. In addition, the novel hybrid method TS and PSO 

presented in this work proved to be efficient to solve large-scale HEN synthesis problems.  

 

Nomenclature 

 

Variables 

A [m
2
] Heat exchanger area 

Acu [m
2
] Cooler area 

Ahu [m
2
] Heater area 

Ctotal [USD/year] Annualized total cost 

Fc [-] Fraction of cold stream 

Fh [-] Fraction of hot stream 

LMTD [K] Logarithmic mean temperature difference 

Q [kW] Heat load in a heat exchanger  

Qcu [kW] Heat load in a cooler 

Qhu [kW] Heat load in a heater 

Qmax [kW] Maximum heat load 

TAC [USD/year] Total annualized cost 
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Tchuin [K] Inlet temperature of the cold stream in a heater 

Thcuin [K] Inlet temperature of the hot stream in a cooler 

Tcin [K] Inlet temperature of the cold stream in a heat exchanger 

Thin [K] Inlet temperature of the hot stream in a heat exchanger 

Tcout [K] Outlet temperature of the cold stream in a heat exchanger 

Thout [K] Outlet temperature of the hot stream in a heat exchanger 

Tcmix [K] Mixture temperature of the cold stream after mixer 

Thmix [K] Mixture temperature of the hot stream after mixer 

U [kW/(m
2
 K)] Overall coefficient of heat transfer 

z [-] Binary variable representing existence of a heat exchanger 

zcu [-] Binary variable representing existence of a cooler 

zhu [-] Binary variable representing existence of a heater 

θ
(1) 

[K] Temperature approximation at the hot end of a heat exchanger 

θ
(2)

 [K] Temperature approximation at the cold end of a heat exchanger 

∆T [K] Temperature Difference 

 

Parameters 

a [USD/year] Annual fixed cost coefficient for heat exchangers 

b [USD/(m
2 
year)] Annual variable cost coefficient for heat exchangers 

c [-] Area cost exponent 

ccu [USD/(kW year)] Cost of cold utility  

chu [USD/(kW year)] Cost of hot utility 

CPc [kW/K] Heat capacity of the cold stream 

CPh [kW/K] Heat capacity of the hot stream 

CW [USD/m
3
] Cost of cooling water 

EMAT [K] Minimum temperature approximation in the heat exchanger 

hc [kW/(m
2
 K)] Heat transfer convective coefficient of the cold stream 
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hh [kW/(m
2
 K)] Heat transfer convective coefficient of the hot stream 

hIN [kJ/kg] Enthalpy of cooling water at inlet cooler 

hOUT [kJ/kg] Enthalpy of cooling water at outlet cooler 

hCOND [kJ/kg] Enthalpy of condensation 

HS [kJ/kg] Enthalpy of steam  

hW [kJ/kg] Enthalpy of boiler feed water 

k [-] Number of the stage 

Tc
0
 [K] Initial temperature of the cold stream 

Tc
final

 [K] Final (target) temperature of the cold stream 

Th
0 

[K] Initial temperature of the hot stream 

Th
final

 [K] Final (target) temperature of the hot stream 

 

Data set 

NC [-] Cold streams 

NH [-] Hot streams 

NS [-] Stages 

 

Subscripts  

i Cold streams 

j Hot streams 

k Stage superstructure 

 

Text  

CSA Continuous Simulated Annealing 

GA Genetic Algorithm 

HS Harmonic Search 

HEN Heat exchanger network 
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HENs Heat exchanger networks 

LP Linear Programming 

MILP Mixed Integer Linear Programming 

MINLP Mixed Integer Nonlinear Programming 

NL Nonlinear Programming 

NIM-SWS Nonisothermal Mixing Stage-Wise Superstructure 

SA Simulated Annealing 

SQP Quadratic Sequential Programming 

SWS Stage-Wise superstructure  

PSO Particle Swarm Optimization 

RFO Rocket Fireworks Optimization 

TS Tabu Search 
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Appendix 5.A 

 

This section presents parameters, operating conditions and results of simulation of 2G ethanol and 

electricity production process.  

 

Table 5.B.2. Main data for second generation ethanol production. 

  Value Unit 

Pretreatment 

Pressure 1 bar 

Temperature 195 °C 

Cellulose to glucose yield 8.12 %, w/w 

Hemicellulose to xylose yield 46.53 % w/w 

Solid/liquid ratio 10 % 

Space-time 10 min 
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Hydrolysis 

Cellulose to glucose yield 75 %, w/w 

Solid/liquid ratio 15 % 

Enzyme/Cellulose ratio 15 FPU/g 

Space-time 48 h 

Temperature 50 °C 

Fermentation  of xylose fraction   

Xylose concentration 50 g/L 

Space-time 24-48 h 

Temperature 33 °C 

Biodigestion   

Chemical Oxygen Demand 20 - 60 kg/m³/day 

Temperature 40 °C 

Space-time 10.8 h 

Sludge humidity 96.5-98.5 % 

 

Table 5.B.3. Main results for 1G/2G anhydrous ethanol and electricity production. 

Case study Period 

Bagasse fraction 

for 2G ethanol 

Ethanol production 

(m3/day) 

Electricity 

production (MW) 

Specific ethanol production 

(L/tonne of sugarcane) 

CS1 

1 - 1,779 180 89 

2 0.33 1,949 138 96 

3 0.66 2,118 97 104 

CS2 

1 - 1,779 180 89 

2 0.17 1,880 149 94 

3 0.34 2,009 117 101 

CS3 

1 - 1,779 180 89 

2 0.39 2,071 141 104 

3 0.78 2,153 102 108 

 

Appendix 5.B 

 

This section shows details about the single-period HENs and the multiperiod HEN for all case studies.  
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Table 5.B.1. Single-period HEN for Case Study 1 (Part 1). 

Match 
 

(1,2,1) (1,2,4) (1,3,3) (1,3,4) (3,1,2) (3,2,3) (3,3,4) (4,1,3) (6,2,2) (6,5,1) (7,2,1) 
          

Period 1 
                      

AS m2 5365.4 1255.3 3375.8 5,500.0 1883.4 5390.2 5297.1 1673.1 2970.5 1812.7 534.3 
          

Ai,j,k m2 2,894.5 515.3 1,877.5 4,580.3 1,344.0 4,377.2 2,824.3 654.9 1,490.0 871.2 154.8 
          

Ai,j,k/As 
 

0.54 0.41 0.56 0.83 0.71 0.81 0.53 0.39 0.50 0.48 0.29 
          

Qi,j,k kW 12,657.2 2,076.1 6,177.6 18,660.6 16,323.5 11,743.3 26,314.8 11,308.5 14,133.2 1,640.5 1,764.5 
          

Fhi,j,k 
 

1.00 0.24 1.00 0.76 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
          

Fci,j,k 
 

0.77 1.00 1.00 0.40 1.00 1.00 0.60 1.00 1.00 1.00 0.23 
          

Thini,j,k K 388.0 358.5 368.2 358.5 355.0 354.7 354.5 351.0 382.8 385.0 421.0 
          

Thouti,j,k K 368.2 344.7 358.5 320.2 354.7 354.5 354.1 350.5 363.9 382.8 367.5 
          

Tcini,j,k K 364.7 343.0 354.9 303.0 330.0 344.6 303.0 321.0 353.7 381.0 364.7 
          

Tcouti,j,k K 377.5 344.6 362.0 357.3 343.0 353.7 353.3 330.0 364.7 381.1 370.6 
          

LMTD K 6.3 5.8 4.8 5.9 17.6 3.9 13.5 25.0 13.7 2.7 16.5 
          

Desvio 

xc 
% 36.0 86.8 37.6 1.0 34.4 4.9 2.4 68.2 55.5 97.6 87.9 

          

Match 
 

(1,1,3) (1,3,2) (1,5,1) (1,9,1) (1,9,4) (2,2,4) (3,1,1) (3,3,4) (3,9,3) (4,3,4) (5,10,1) (6,2,3) (6,6,1) (7,5,3) (9,2,3) (9,4,2) 
     

Period 2                  
     

AS m2 544.8 5,500.0 534.3 5,365.4 1,255.3 1,812.7 1,883.4 5,297.1 1,979.6 1,673.1 285.4 3,375.8 774.4 92.4 5,390.2 2,970.5 
     

Ai,j,k m2 544.8 5,416.5 534.3 4,513.2 1,028.0 1,356.8 1,506.5 3,460.0 1,945.1 1,080.7 173.2 2,837.8 774.4 33.3 4,909.4 2,378.6 
     

Ai,j,k/As  
1.00 0.98 1.00 0.84 0.82 0.75 0.80 0.65 0.98 0.65 0.61 0.84 1.00 0.36 0.91 0.80 

     

Qi,j,k kW 8,394.6 10,512.1 1,128.8 13,558.1 11,259.5 9,788.0 19,237.4 36,808.0 9,931.4 11,384.9 1,606.0 16,757.1 1,563.6 684.6 18,239.3 42,135.7 
     

Fhi,j,k  
1.00 1.00 0.27 0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

     

Fci,j,k  
1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.75 1.00 0.25 1.00 0.47 1.00 1.00 0.53 1.00 

     

Thini,j,k K 352.7 367.4 388.0 388.0 340.9 358.0 355.0 354.6 354.7 351.0 333.0 383.2 385.0 421.0 387.7 468.0 
     

Thouti,j,k K 340.9 352.7 382.0 362.1 325.1 357.3 354.7 354.0 354.6 350.6 332.3 363.7 383.2 402.5 353.0 387.7 
     

Tcini,j,k K 321.0 351.4 381.0 353.7 303.0 343.0 327.7 303.0 329.9 303.0 315.0 350.6 379.0 381.0 350.6 384.0 
     

Tcouti,j,k K 327.7 362.0 381.1 386.1 329.9 350.6 343.0 352.4 353.7 348.5 322.8 378.0 383.1 381.0 377.6 384.5 
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LMTD K 22.3 2.8 3.1 4.4 15.9 10.5 18.5 15.4 7.4 15.3 13.4 8.6 2.9 29.8 5.4 25.7 
     

Bypass % 0.2 1.9 
 

2.0 13.1 32.8 24.6 3.5 0.2 4.4 48.0 6.2 
 

99.9 5.1 97.6 
     

Match 
 

(1,2,1) (1,3,2) (1,9,1) (1,9,4) (1,10,4) (2,2,4) (3,1,1) (3,3,3) (3,3,4) (3,9,3) (4,1,3) (4,9,4) (5,10,1) (6,5,1) (6,9,2) (7,5,3) (7,6,4) (9,1,4) (9,2,3) (9,4,1) (9,4,2) 

Period 3                       

AS m2 537.8 1194.3 5500 2970.5 42 1812.7 1255.3 5365.4 110.6 544.8 534.3 963.9 324.3 1883.4 3375.8 90.4 144.4 220.8 5390.2 774.4 5297.1 

Ai,j,k m2 511.3 1,194.3 5,500.0 2,970.5 42.0 1,812.7 1,255.3 5,365.4 110.6 533.2 500.2 963.9 289.7 1,883.4 3,375.8 90.4 144.4 220.8 5,390.2 565.5 5,297.1 

Ai,j,k/As 
 

0.95 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.94 1.00 0.89 1.00 1.00 1.00 1.00 1.00 1.00 0.73 1.00 

Qi,j,k kW 1,544.4 10,279.4 7,479.9 29,201.5 813.0 11,777.2 14,865.2 52,565.1 3,766.5 737.6 7,830.8 11,879.4 2,467.0 2,819.0 18,763.0 1,263.4 376.6 4,935.9 29,431.0 27,094.4 58,941.6 

Fhi,j,k 
 

0.16 1.00 0.84 0.97 0.03 1.00 1.00 0.92 1.00 0.08 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Fci,j,k 
 

1.00 1.00 1.00 0.67 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.33 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Thini,j,k K 388.0 376.5 388.0 363.5 363.5 358.0 355.0 354.8 354.1 354.8 351.0 350.7 333.0 385.0 382.1 421.0 389.4 357.7 385.8 468.0 442.1 

Thouti,j,k K 376.0 363.5 376.7 325.3 330.3 357.2 354.8 354.0 354.0 354.7 350.7 350.3 332.0 382.1 363.0 389.4 380.0 353.0 357.7 442.1 385.8 

Tcini,j,k K 375.0 352.9 375.6 303.0 315.0 343.0 331.2 306.3 303.0 352.3 324.9 303.0 317.0 381.1 353.1 381.0 379.0 321.0 352.1 384.7 384.0 

Tcouti,j,k K 376.2 362.0 384.6 355.1 317.0 352.1 343.0 352.9 306.3 353.1 331.2 346.5 323.0 381.2 375.6 381.1 379.9 324.9 375.0 385.0 384.7 

LMTD K 4.4 12.5 2.0 14.2 28.1 9.4 17.2 14.2 49.3 2.0 22.7 17.9 12.3 2.2 8.1 20.2 3.8 32.4 7.9 69.4 16.1 

Bypass % 
         

6.2 28.9 
 

26.8 
      

99.2 
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Table 5.B.2. Single-period HEN for Case Study 1 (Part 2). 

Match (i,j,k) (1,CU,5) (2,CU,5) (3,CU,5) (4,CU,5) (5,CU,5) (6,CU,5) (7,CU,5) (8,CU,5) (9,CU,5) 

Period 1  
         

As m2 1979.6 774.4 537.8 1194.3 324.3 195 144.4 462.8 
 

Ai,j,k m2 1,372.1 302.1 163.7 395.3 97.3 15.5 11.8 113.6 - 

Ai,j,k/As % 0.69 0.39 0.30 0.33 0.30 0.08 0.08 0.25 - 

Qi,j,k kW 12,744.5 11,661.0 5,925.4 13,283.5 2,074.0 660.3 479.5 1,849.0 - 

Fhi,j,k  1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 - 

Fci,j,k  
  

- - 
 

- 
  

- 

Thini,j,k K 326.0 358.0 354.1 350.5 333.0 363.9 367.5 351.0 - 

Thouti,j,k K 306.0 357.0 354.0 350.0 332.0 363.0 353.0 308.0 - 

Tcini,j,k K 298.0 298.0 298.0 298.0 298.0 298.0 298.0 298.0 - 

Tcouti,j,k K 305.0 305.0 305.0 305.0 305.0 305.0 305.0 305.0 - 

LMTD K 13.5 55.9 52.5 48.7 30.9 61.9 58.7 23.6 - 

Period 2  
         

As m2 1828.6 144.4 42 462.8 90.4 71.9 110.6 195 
 

Ai,j,k m2 1,502.5 86.0 4.4 462.8 31.6 15.1 35.8 124.2 - 

Ai,j,k/As % 0.82 0.60 0.10 1.00 0.35 0.21 0.32 0.64 - 

Qi,j,k kW 13,612.9 3,298.0 159.3 15,557.1 666.0 643.3 1,831.4 2,021.0 - 

Fhi,j,k  1.0 1.0 - 1.0 1.0 - 1.0 1.0 - 

Fci,j,k  
  

- 
  

- 
  

- 

Thini,j,k K 325.1 357.3 354.0 350.6 332.3 363.7 402.5 351.0 - 

Thouti,j,k K 306.0 357.0 354.0 350.0 332.0 363.0 353.0 308.0 - 

Tcini,j,k K 298.0 298.0 298.0 298.0 298.0 298.0 298.0 298.0 - 

Tcouti,j,k K 305.0 305.0 305.0 305.0 305.0 305.0 305.0 305.0 - 

LMTD K 13.1 55.6 52.4 48.7 30.5 61.8 74.2 23.6 - 

Period 3  
         

As m2 1673.1 71.9 
 

285.4 
  

24.3 134.7 
 

Ai,j,k m2 1,673.1 71.9 - 285.4 - - 24.3 134.7 - 

Ai,j,k/As % 1.00 1.00 - 1.0 - - 1.0 1.0 - 

Qi,j,k kW 15,297.8 2,754.8 - 9,566.8 - - 1,080.0 2,193.0 - 

Fhi,j,k  1.0 1.0 - 1.0 - - 1.0 1.0 - 

Fci,j,k  - - - 
 

- - - 
 

- 

Thini,j,k K 325.4 357.2 - 350.3 - - 380.0 351.0 - 

Thouti,j,k K 306.0 357.0 - 350.0 - - 353.0 308.0 - 

Tcini,j,k K 298.0 298.0 - 298.0 - - 298.0 298.0 - 

Tcouti,j,k K 305.0 305.0 - 305.0 - - 305.0 305.0 - 

LMTD K 13.3 55.5 - 48.6 - - 64.5 23.6 - 
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Table 5.B.3. Single-period HEN for Case Study 1 (Part 3). 

Match (i,j,k) (HU,1,0) (HU,2,0) (HU,3,0) (HU,4,0) (HU,5,0) (HU,6,0) (HU,7,0) (HU,8,0) (HU,9,0) (HU,10,0) 

Period 1  
          

As m2 
 220.8 

 

1828.6 963.9 544.8 285.4 - - - 

Ai,j,k m2 - 38.6 - 1,047.9 311.3 168.5 77.8 - - - 

Ai,j,k/As % - 0.17 - 0.57 0.32 0.31 0.27 - - - 

Qi,j,k kW - 2,705.7 - 67,968.0 20,825.5 9,856.0 3,350.0 - - - 

Fhi,j,k  - 
 

- 
    

- - - 

Fci,j,k  - 1.0 - 1.0 1.0 1.0 1.0 - - - 

Thini,j,k K - 479.0 - 479.0 479.0 479.0 486.0 - - - 

Thouti,j,k K - 478.0 - 478.0 478.0 478.0 432.0 - - - 

Tcini,j,k K - 375.9 - 384.0 381.1 379.0 411.0 - - - 

Tcouti,j,k K - 378.0 - 385.0 382.0 407.0 421.0 - - - 

LMTD K - 101.5 - 94.0 97.0 84.8 62.4 - - - 

Period 2                      

As m2 - 33.3 
 

537.8 324.3 220.8 134.7 1,194.3 963.9 24.3 

Ai,j,k m2 - 4.3 - 537.8 324.3 161.5 85.2 993.6 906.7 1.0 

Ai,j,k/As % - 0.13 - 1.00 1.00 0.73 0.63 0.83 0.94 0.04 

Qi,j,k kW - 295.6 - 34,778.3 21,696.5 9,244.4 3,670.0 15,167.0 30,041.1 42.0 

Fhi,j,k  - - - - - - - - - - 

Fci,j,k  - - - 1.0 1.0 1.0 1.0 1.0 1.0 - 

Thini,j,k K - 479.0 - 479.0 479.0 479.0 479.0 479.0 479.0 479.0 

Thouti,j,k K - 478.0 - 478.0 478.0 478.0 478.0 478.0 478.0 478.0 

Tcini,j,k K - 377.8 - 384.5 381.1 383.1 411.0 439.0 386.1 322.8 

Tcouti,j,k K - 378.0 - 385.0 382.0 407.0 421.0 468.0 458.0 323.0 

LMTD K - 100.6 - 93.7 97.0 82.9 62.4 22.1 48.0 155.6 

Period 3                      

As m2 
 33.3   462.8 195 92.4 1979.6 1828.6  

Ai,j,k m2 - 33.3 - - 304.5 195.0 92.4 1,979.6 1,828.6 - 

Ai,j,k/As % - 1.00 - - 0.66 1.00 1.00 1.00 1.00 - 

Qi,j,k kW - 2,327.4 - - 20,360.6 11,355.4 3,980.0 30,218.0 61,208.6 - 

Fhi,j,k  - - - - - 
    

- 

Fci,j,k  - - - - - 1.0 1.0 1.0 1.0 - 

Thini,j,k K - 479.0 - - 479.0 479.0 479.0 479.0 479.0 - 

Thouti,j,k K - 478.0 - - 478.0 478.0 478.0 478.0 478.0 - 

Tcini,j,k K - 376.2 - - 381.2 379.9 411.0 439.0 384.6 - 

Tcouti,j,k K - 378.0 - - 382.0 407.0 421.0 468.0 458.0 - 

LMTD K - 101.4 - - 96.9 84.4 62.4 22.1 48.5 - 
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Table 5.B.4. Multiperiod HEN for Case Study 1. 

Exchanger 

label 
Assigned area (m2) Period Match (i,j,k) Exchanger label Assigned area (m2) Period Match (i,j,k) 

A 5500 

1 1,3,4 

Q 537.8 

1 3,CU,4 

2 1,3,2 2 HU,4,0 

3 1,9,1 3 1,2,1 

B 5390.2 

1 3,2,3 

R 534.3 

1 7,2,1 

2 9,2,3 2 1,5,1 

3 9,2,3 3 4,1,3 

C 5365.4 

1 1,2,1 

S 462.8 

1 8,CU,4 

2 1,9,1 2 4,CU,4 

3 3,3,3 3 HU,5,0 

D 5297.1 

1 3,3,4 

T 324.3 

1 5,CU,4 

2 3,3,4 2 HU,5,0 

3 9,4,2 3 5,10,1 

E 3375.8 

1 1,3,3 

U 285.4 

1 HU,7,0 

2 6,2,3 2 5,10,1 

3 6,9,2 3 4,CU,4 

F 2970.5 

1 6,2,2 

V 220.8 

1 HU,2,0 

2 9,4,2 2 HU,6,0 

3 1,9,4 3 9,1,4 

G 1979.6 

1 1,CU,4 

W 195.0 

1 6,CU,4 

2 3,9,3 2 8,CU,4 

3 HU,8,0 3 HU,6,0 

H 1883.4 

1 3,1,2 

X 144.4 

1 7,CU,4 

2 3,1,1 2 2,CU,4 

3 6,5,1 3 7,6,4 

I 1828.6 

1 HU,4,0 

Y 134.7 

1 - 

2 1,CU,4 2 HU,7,0 

3 HU,9,0 3 8,CU,4 

J 1812.7 

1 6,5,1 

Z 110.6 

1 - 

2 2,2,4 2 7,CU,4 

3 2,2,4 3 3,3,4 

K 1673.1 

1 4,1,3 

AA 92.4 

1 - 

2 4,3,4 2 7,5,3 

3 1,CU,4 3 HU,7,0 

L 1255.3 

1 1,2,4 

BB 90.4 

1 - 

2 1,9,4 2 5,CU,4 

3 3,1,1 3 7,5,3 

M 1194.3 

1 4,CU,4 

CC 71.9 

1 - 

2 HU,8,0 2 6,CU,4 

3 1,3,2 3 2,CU,4 

N 963.9 

1 HU,5,0 

DD 42.0 

1 - 

2 HU,9,0 2 3,CU,4 

3 4,9,4 3 1,10,4 

O 774.4 

1 2,CU,4 

EE 33.3 

1 - 

2 6,6,1 2 HU,2,0 

3 9,4,1 3 HU,2,0 

P 544.8 

1 HU,6,0 

FF 24.3 

1 - 

2 1,1,3 2 HU,10,0 

3 3,9,3 3 7,CU,4 
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Table 5.B.5. Single-period HEN for Case Study 2 (Part 1). 

Match   (1,2,1) (1,2,4) (1,3,3) (1,3,4) (3,1,2) (3,2,3) (3,3,4) (4,1,3) (6,2,2) (6,5,1) (7,2,1) 
              

Period 1 
                          

AS m2 3,836.0 1,041.1 3,131.8 5,500.0 1,875.0 4,377.2 3,672.9 1,164.8 2,903.6 1,501.6 622.7 
              

Ai,j,k m2 2,894.5 515.3 1,877.5 4,580.3 1,344.0 4,377.2 2,824.3 654.9 1,490.0 871.2 154.8 
              

Ai,j,k/As  
0.75 0.49 0.60 0.83 0.72 1.00 0.77 0.56 0.51 0.58 0.25 

              

Qi,j,k kW 12,657.2 2,076.1 6,177.6 18,660.6 16,323.5 11,743.3 26,314.8 11,308.5 14,133.2 1,640.5 1,764.5 
              

Fhi,j,k  
1.00 0.24 1.00 0.76 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

              

Fci,j,k  
0.77 1.00 1.00 0.40 1.00 1.00 0.60 1.00 1.00 1.00 0.23 

              

Thini,j,k K 388.0 358.5 368.2 358.5 355.0 354.7 354.5 351.0 382.8 385.0 421.0 
              

Thouti,j,k K 368.2 344.7 358.5 320.2 354.7 354.5 354.1 350.5 363.9 382.8 367.5 
              

Tcini,j,k K 364.7 343.0 354.9 303.0 330.0 344.6 303.0 321.0 353.7 381.0 364.7 
              

Tcouti,j,k K 377.5 344.6 362.0 357.3 343.0 353.7 353.3 330.0 364.7 381.1 370.6 
              

LMTD K 6.3 5.8 4.8 5.9 17.6 3.9 13.5 25.0 13.7 2.7 16.5 
              

Bypass % 23.8 85.3 36.0 1.0 34.0 0.2 1.7 63.5 55.2 97.3 88.4 
              

Match 
 

(1,2,1) (1,3,2) (1,6,1) (1,9,1) (1,9,3) (2,2,4) (2,3,3) (2,9,2) (3,1,1) (3,1,2) (3,3,4) (3,10,3) (4,2,4) (4,9,3) (4,9,4) (5,10,4) (6,2,3) (7,2,4) (7,5,3) (9,2,3) (9,4,1) (9,5,2) (10,3,4) (10,6,1) 
 

Period 2                          
 

AS m2 1,041.1 5,500.0 1,765.1 4,377.2 1,501.6 2,903.6 581.3 129.4 398.8 1,875.0 3,131.8 35.9 960.6 2.8 24.4 138.9 3,836.0 203.4 306.4 3,672.9 378.8 876.2 780.7 486.8 
 

Ai,j,k m2 899.4 4,959.9 1,528.7 3,648.5 1,501.6 1,772.2 401.8 18.7 247.1 1,662.7 2,199.0 8.3 877.2 2.8 4.9 66.2 2,955.8 90.0 157.6 2,576.0 191.4 581.5 519.4 371.6 
 

Ai,j,k/As  
0.86 0.90 0.87 0.83 1.00 0.61 0.69 0.14 0.62 0.89 0.70 0.23 0.91 1.01 0.20 0.48 0.77 0.44 0.51 0.70 0.51 0.66 0.67 0.76 

 

Qi,j,k kW 2,433.5 13,604.6 1,592.8 8,107.5 9,581.9 9,276.7 3,026.6 117.7 2,188.3 25,443.7 36,883.9 184.8 2,560.4 64.4 161.2 663.2 19,150.9 954.0 1,369.5 10,660.0 8,767.6 11,350.1 5,543.9 616.0 
 

Fhi,j,k  
0.33 1.00 0.29 0.38 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.95 1.00 0.05 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

 

Fci,j,k  
1.00 1.00 0.62 1.00 0.99 0.64 1.00 1.00 1.00 1.00 0.87 1.00 0.33 0.01 1.00 1.00 0.63 0.03 1.00 0.37 1.00 1.00 0.13 0.38 

 

Thini,j,k K 388.0 370.1 388.0 388.0 350.0 357.8 358.0 358.0 355.0 355.0 354.6 354.6 351.0 351.0 351.0 333.0 385.0 383.0 421.0 393.5 468.0 435.5 380.0 388.0 
 

Thouti,j,k K 377.1 350.0 380.0 356.2 335.8 357.0 357.8 358.0 355.0 354.6 354.0 354.6 350.9 351.0 350.9 332.7 363.1 356.5 383.0 354.0 435.5 393.5 308.0 380.0 
 

Tcini,j,k K 376.1 348.4 379.0 349.2 303.8 343.0 345.4 348.6 341.3 321.0 303.0 321.3 343.0 303.8 303.0 315.0 352.9 343.0 381.0 352.9 384.0 381.1 303.0 379.0 
 

Tcouti,j,k K 378.0 362.0 385.9 386.9 348.9 354.3 348.4 349.2 343.0 341.3 345.5 323.0 349.1 328.9 303.8 321.3 376.4 365.5 381.1 375.5 384.1 381.6 344.8 383.3 
 

LMTD K 3.9 4.0 1.5 3.2 9.2 7.6 10.9 9.1 12.8 22.2 24.3 32.4 4.2 33.1 47.6 14.5 9.4 15.4 12.6 6.0 66.4 28.3 15.5 2.4 
 

Bypass % 51.9 8.7 6.2 1.3 
 

19.3 64.1 94.2 81.9 14.5 12.4 94.7 6.6 
 

98.4 61.4 13.7 39.3 99.8 24.0 99.8 98.2 28.5 29.0 
 

Match 
 

132 134 161 191 193 224 233 292 311 334 393 3103 414 424 494 594 5104 621 623 753 923 941 952 1034 1061 
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Period 3                           

AS m2 4,377.2 486.8 1,164.8 5,500.0 960.6 306.4 3,672.9 274.9 1,765.1 2,473.7 622.7 16.2 164.7 1,501.6 292.3 13.3 138.9 581.3 3,131.8 203.4 3,836.0 756.7 2,903.6 243.1 780.7 

Ai,j,k m2 3,995.4 486.8 1,164.8 5,500.0 960.6 306.4 3,672.9 274.9 1,765.1 2,473.7 622.7 16.2 164.7 1,331.2 292.3 13.3 138.9 581.3 3,131.8 203.4 3,836.0 756.7 2,903.6 243.1 780.7 

Ai,j,k/As  
0.91 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Qi,j,k kW 6,221.9 6,267.5 1,482.9 14,106.2 8,063.6 2,068.0 11,313.2 892.8 24,425.3 38,654.2 5,813.3 363.9 3,206.7 4,779.7 7,457.8 253.6 1,364.1 2,690.7 19,529.3 1,482.0 16,012.3 28,301.0 19,048.3 5,157.3 1,117.6 

Fhi,j,k  
1.00 1.00 0.26 0.74 1.00 1.00 1.00 1.00 1.00 1.00 0.19 0.81 0.11 0.62 0.27 0.35 0.65 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Fci,j,k  
1.00 0.16 0.58 1.00 0.56 0.21 1.00 1.00 1.00 0.76 0.44 1.00 1.00 0.79 0.87 0.13 1.00 1.00 0.52 1.00 0.48 1.00 1.00 0.08 0.42 

Thini,j,k K 366.3 346.3 388.0 388.0 357.6 357.1 357.9 358.0 355.0 354.6 354.6 354.6 351.0 351.0 351.0 333.0 333.0 385.0 382.3 421.0 382.1 468.0 416.6 380.8 388.0 

Thouti,j,k K 357.6 337.6 380.2 361.2 346.3 357.0 357.1 357.9 354.6 354.0 354.2 354.6 350.0 350.7 350.0 332.7 332.1 382.3 363.0 382.0 353.0 416.6 382.1 347.8 380.8 

Tcini,j,k K 356.6 303.0 379.0 354.2 320.6 343.0 346.7 352.2 323.6 303.0 320.6 321.3 321.0 343.0 303.0 303.0 315.0 375.9 348.3 381.0 348.3 384.0 381.1 303.0 379.0 

Tcouti,j,k K 362.0 337.8 385.3 386.3 353.1 350.6 356.6 354.2 343.0 347.1 351.0 323.0 323.6 347.7 322.5 307.5 321.3 378.0 377.3 381.1 374.4 384.3 381.9 360.8 385.7 

LMTD K 2.3 18.7 1.8 3.7 12.2 9.8 4.5 4.7 20.1 22.6 13.5 32.5 28.2 5.2 37.0 27.6 14.2 6.7 9.0 10.6 6.0 54.2 9.5 30.7 2.1 

Bypass % 1.8 
            

1.1 
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Table 5.B.6. Single-period HEN for Case Study 2 (Part 2). 

Match  (1,CU,5) (2,CU,5) (3,CU,5) (4,CU,5) (5,CU,5) (6,CU,5) (7,CU,5) (8,CU,5) (9,CU,5) (10,CU,5) 

Period 1  
          

As m2 2,473.7 876.2 756.7 960.6 486.8 306.4 292.3 581.3 - - 

Ai,j,k m2 1,372.1 302.1 163.7 395.3 97.3 15.5 11.8 113.6 - - 

Ai,j,k/As % 0.55 0.34 0.22 0.41 0.20 0.05 0.04 0.20 - - 

Qi,j,k kW 12,744.5 11,661.0 5,925.4 13,283.5 2,074.0 660.3 479.5 1,849.0 - - 

Fhi,j,k  1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 - - 

Fci,j,k  - - - - - - - - - - 

Thini,j,k K 326.0 358.0 354.1 350.5 333.0 363.9 367.5 351.0 - - 

Thouti,j,k K 306.0 357.0 354.0 350.0 332.0 363.0 353.0 308.0 - - 

Tcini,j,k K 298.0 298.0 298.0 298.0 298.0 298.0 298.0 298.0 - - 

Tcouti,j,k K 305.0 305.0 305.0 305.0 305.0 305.0 305.0 305.0 - - 

LMTD K 13.5 55.9 52.5 48.7 30.9 61.9 58.7 23.6 - - 

Period 2  
          

As m2 2,473.7 89.0 
 

950.8 153.8 13.3 16.2 243.1 28.6 - 

Ai,j,k m2 1,729.4 13.6 - 698.5 73.5 2.9 3.4 121.5 7.6 - 

Ai,j,k/As % 0.70 0.15 - 0.73 0.48 0.21 0.21 0.50 0.27 - 

Qi,j,k kW 20,193.7 522.0 - 23,559.0 1,558.8 121.1 124.5 1,978.0 272.4 - 

Fhi,j,k  1.0 - - 1.0 1.0 - - 1.0 - - 

Fci,j,k  - - - - - - - - - - 

Thini,j,k K 335.8 357.0 - 350.9 332.7 363.1 356.5 351.0 354.0 - 

Thouti,j,k K 306.0 357.0 - 350.0 332.0 363.0 353.0 308.0 353.0 - 

Tcini,j,k K 298.0 298.0 - 298.0 298.0 298.0 298.0 298.0 298.0 - 

Tcouti,j,k K 305.0 305.0 - 305.0 305.0 305.0 305.0 305.0 305.0 - 

LMTD K 16.9 55.4 - 48.9 30.7 61.5 53.2 23.6 51.9 - 

Period 3  
          

As m2 1,875.0 
  

378.8 35.9 
 

24.4 129.4 
 

398.8 

Ai,j,k m2 1,875.1 - - 378.8 35.9 - 24.4 129.4 - 398.8 

Ai,j,k/As % 1.00 - - 1.00 1.00 - 1.00 1.00 - 1.00 

Qi,j,k kW 22,652.0 - - 12,717.9 757.3 - 1,102.0 2,107.0 - 6,205.1 

Fhi,j,k  1.0 - - 1.0 1.0 - - 1.0 - 1.0 

Fci,j,k  - - - - - - - - - - 

Thini,j,k K 337.6 - - 350.5 332.3 - 382.0 351.0 - 347.8 

Thouti,j,k K 306.0 - - 350.0 332.0 - 353.0 308.0 - 308.0 

Tcini,j,k K 298.0 - - 298.0 298.0 - 298.0 298.0 - 298.0 

Tcouti,j,k K 305.0 - - 305.0 305.0 - 305.0 305.0 - 305.0 

LMTD K 17.5 - - 48.7 30.5 - 65.4 23.6 - 22.6 
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Table 5.B.7. Single-period HEN for Case Study 2 (Part 3). 

Match  (HU,1,0) (HU,2,0) (HU,3,0) (HU,4,0) (HU,5,0) (HU,6,0) (HU,7,0) (HU,8,0) (HU,9,0) (HU,10,0) 

Period 1  
          

As m2 
 

378.8 
 

1,765.1 950.8 780.7 398.8 - - - 

Ai,j,k m2 - 38.6 - 1,047.9 311.3 168.5 77.8 - - - 

Ai,j,k/As % - 0.10 - 0.59 0.33 0.22 0.20 - - - 

Qi,j,k kW - 2,705.7 - 67,968.0 20,825.5 9,856.0 3,350.0 - - - 

Fhi,j,k  - - - - - - - - - - 

Fci,j,k  - 1.0 - 1.0 1.0 1.0 1.0 - - - 

Thini,j,k K - 479.0 - 479.0 479.0 479.0 486.0 - - - 

Thouti,j,k K - 478.0 - 478.0 478.0 478.0 432.0 - - - 

Tcini,j,k K - 375.9 - 384.0 381.1 379.0 411.0 - - - 

Tcouti,j,k K - 378.0 - 385.0 382.0 407.0 421.0 - - - 

LMTD K - 101.5 - 94.0 97.0 84.8 62.4 - - - 

Period 2  
          

As m2 - 1.0 
 

1,164.8 274.9 292.3 164.7 756.7 622.7 - 

Ai,j,k m2 - 1.0 - 1,042.1 146.1 147.3 83.4 511.0 463.9 - 

Ai,j,k/As % - 1.00 - 0.89 0.53 0.50 0.51 0.68 0.74 - 

Qi,j,k kW - 44.5 - 67,550.4 9,749.4 8,347.2 3,590.0 7801 15,292.5 - 

Fhi,j,k  - - - - - - - - - - 

Fci,j,k  - 1.0 - 1.0 1.0 1.0 1.0 1.0 1.0 - 

Thini,j,k K - 479.0 - 479.0 479.0 479.0 479.0 479 479.0 - 

Thouti,j,k K - 478.0 - 478.0 478.0 478.0 478.0 478 478.0 - 

Tcini,j,k K - 378.0 - 384.1 381.6 384.9 411.0 439 386.9 - 

Tcouti,j,k K - 378.0 - 385.0 382.0 407.0 421.0 468 458.0 - 

LMTD K - 100.5 - 93.9 96.7 82.1 62.4 22.1 47.8 - 

Period 3  
          

As m2 - - - 876.2 28.6 153.8 89.0 1,041.1 950.8 - 

Ai,j,k m2 - - - 876.2 28.6 153.8 89.0 1,041.1 950.8 - 

Ai,j,k/As % - - - 1.0 1.0 1.0 1.0 1.0 1.0 - 

Qi,j,k kW - - - 56,731.0 1,903.7 8,683.5 3,830.0 15,892.0 31,457.7 - 

Fhi,j,k  - - - - - - - - - - 

Fci,j,k  - - - 1.0 1.0 1.0 1.0 1.0 1.0 - 

Thini,j,k K - - - 479.0 479.0 479.0 479.0 479.0 479.0 - 

Thouti,j,k K - - - 478.0 478.0 478.0 478.0 478.0 478.0 - 

Tcini,j,k K - - - 384.3 381.9 385.5 411.0 439.0 386.3 - 

Tcouti,j,k K - - - 385.0 382.0 407.0 421.0 468.0 458.0 - 

LMTD K - - - 93.8 96.5 81.8 62.4 22.1 48.0 - 
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Table 5.B.8. Multiperiod HEN for Case Study 2. 

Exchanger label Assigned area (m2) Period Match (i,j,k) Exchanger label Assigned area (m2) Period Match (i,j,k) 

A 5500.0 

1 1,3,4 

U 398.8 

1 HU,7,0 

2 1,3,2 2 3,1,1 

3 1,9,1 3 10,CU,4 

B 4377.2 

1 3,2,3 

V 378.8 

1 HU,2,0 

2 1,9,1 2 9,4,1 

3 1,3,2 3 4,CU,4 

C 3836.0 

1 1,2,1 

W 306.4 

1 6,CU,4 

2 6,2,3 2 7,5,3 

3 9,2,3 3 2,2,4 

D 3672.9 

1 3,3,4 

X 292.3 

1 7,CU,4 

2 9,2,3 2 HU,6,0 

3 2,3,3 3 4,9,4 

E 3131.8 

1 1,3,3 

Y 274.9 

1 - 

2 3,3,4 2 HU,5,0 

3 6,2,3 3 2,9,2 

F 2903.6 

1 6,2,2 

Z 243.1 

1 - 

2 2,2,4 2 8,CU,4 

3 9,5,2 3 10,3,4 

G 2473.7 

1 1,CU,4 

AA 203.4 

1 - 

2 1,CU,4 2 7,2,4 

3 3,3,4 3 7,5,3 

H 1875.0 

1 3,1,2 

BB 164.7 

1 - 

2 3,1,2 2 HU,7,0 

3 1,CU,4 3 4,1,4 

I 1765.1 

1 HU,4,0 

CC 153.8 

1 - 

2 1,6,1 2 5,CU,4 

3 3,1,1 3 HU,6,0 

J 1501.6 

1 6,5,1 

DD 138.9 

1 - 

2 1,9,3 2 5,10,4 

3 4,2,4 3 5,10,4 

K 1164.8 

1 4,1,3 

EE 129.4 

1 - 

2 HU,4,0 2 2,9,2 

3 1,6,1 3 8,CU,4 

L 1041.1 

1 1,2,4 

FF 89.0 

1 - 

2 1,2,1 2 2,CU,4 

3 HU,8,0 3 HU,7,0 

M 960.6 

1 4,CU,4 

GG 35.9 

1 - 

2 4,2,4 2 3,10,3 

3 1,9,3 3 5,CU,4 

N 950.8 

1 HU,5,0 

HH 28.6 

1 - 

2 4,CU,4 2 9,CU,4 

3 HU,9,0 3 HU,5,0 

O 876.2 

1 2,CU,4 

II 24.4 

1 - 

2 9,5,2 2 4,9,4 

3 HU,4,0 3 7,CU,4 

P 780.7 

1 HU,6,0 

JJ 16.2 

1 - 

2 10,3,4 2 7,CU,4 

3 10,6,1 3 3,10,3 

Q 756.7 
1 3,CU,4 

KK 13.3 
1 - 

2 HU,8,0 2 6,CU,4 
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3 9,4,1 3 5,9,4 

R 622.7 

1 7,2,1 

LL 2.8 

1 - 

2 HU,9,0 2 4,9,3 

3 3,9,3 3 - 

S 581.3 

1 8,CU,4 

MM 1.0 

1 - 

2 2,3,3 2 HU,2,0 

3 6,2,1 3 - 

T 486.8 

1 5,CU,4 

 

   

2 10,6,1    

3 1,3,4    
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Table 5.B.9. Single-period HEN for Case Study 3 (Part 1). 

Match 
 

(1,2,1) (1,2,4) (1,3,3) (1,3,4) (3,1,2) (3,2,3) (3,3,4) (4,1,3) (6,2,2) (6,5,1) (7,2,1) 
           

Period 1 
                       

AS  
5494.6 1684 4380 5,500.0 2357.7 5498.6 4419.2 1997.7 3114.2 2030.8 757.7 

           

Ai,j,k  
2,894.5 515.3 1,877.5 4,580.3 1,344.0 4,377.2 2,824.3 654.9 1,490.0 871.2 154.8 

           

Ai,j,k/As  
0.53 0.31 0.43 0.83 0.57 0.80 0.64 0.33 0.48 0.43 0.20 

           

Qi,j,k  
12,657.2 2,076.1 6,177.6 18,660.6 16,323.5 11,743.3 26,314.8 11,308.5 14,133.2 1,640.5 1,764.5 

           

Fhi,j,k  
1.00 0.24 1.00 0.76 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

           

Fci,j,k  
0.77 1.00 1.00 0.40 1.00 1.00 0.60 1.00 1.00 1.00 0.23 

           

Thini,j,k  
388.0 358.5 368.2 358.5 355.0 354.7 354.5 351.0 382.8 385.0 421.0 

           

Thouti,j,k  
368.2 344.7 358.5 320.2 354.7 354.5 354.1 350.5 363.9 382.8 367.5 

           

Tcini,j,k  
364.7 343.0 354.9 303.0 330.0 344.6 303.0 321.0 353.7 381.0 364.7 

           

Tcouti,j,k  
377.5 344.6 362.0 357.3 343.0 353.7 353.3 330.0 364.7 381.1 370.6 

           

LMTD 
 

6.3 5.8 4.8 5.9 17.6 3.9 13.5 25.0 13.7 2.7 16.5 
           

Bupass % 36.3 88.2 42.2 1.0 41.4 5.4 2.2 69.1 56.2 97.8 88.7 
           

Match 
 

(1,3,2) (1,3,4) (1,6,1) (1,9,1) (1,9,4) (2,2,4) (2,3,3) (2,9,2) (3,1,1) (3,3,4) (3,9,3) (3,10,3) (4,2,4) (4,9,4) (6,2,1) (6,2,3) (7,1,4) (7,5,3) (9,2,3) (9,4,1) (9,5,2) (10,1,2) 

Period 2                        

AS  
5,498.6 748.3 146.8 5,500.0 2,357.7 216.5 2,188.9 1,075.5 2,030.8 2,486.3 465.1 77.3 3,114.2 293.8 1,658.2 4,380.0 34.8 198.0 5,494.6 774.1 4,419.2 757.7 

Ai,j,k  
5,185.7 748.3 146.8 5,500.0 1,682.1 216.5 1,539.0 988.1 1,512.5 1,927.1 465.1 77.3 2,363.3 293.8 1,096.7 2,518.6 34.9 198.0 4,555.4 774.1 3,238.2 757.7 

Ai,j,k/As % 0.94 1.00 1.00 1.00 0.71 1.00 0.70 0.92 0.74 0.78 1.00 1.00 0.76 1.00 0.66 0.58 1.00 1.00 0.83 1.00 0.73 1.00 

Qi,j,k  
9,321.4 8,249.5 344.4 14,975.5 15,114.7 1,239.0 8,966.5 3,110.5 19,353.0 33,052.6 2,400.9 1,896.0 6,928.3 4,802.4 4,636.9 14,723.1 1,072.8 1,443.0 17,552.7 29,734.4 22,172.7 7,206.2 

Fhi,j,k  
1.00 0.35 0.06 0.94 0.65 1.00 1.00 1.00 1.00 1.00 0.27 0.73 0.82 0.18 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Fci,j,k  
1.00 0.22 1.00 1.00 0.74 0.10 1.00 1.00 1.00 0.78 1.00 1.00 0.90 0.26 1.00 0.45 1.00 1.00 0.55 1.00 1.00 1.00 

Thini,j,k  
366.8 354.0 388.0 388.0 354.0 357.1 357.8 358.0 355.0 354.6 354.7 354.7 351.0 351.0 385.0 379.7 382.0 421.0 382.1 468.0 418.8 344.0 

Thouti,j,k  
354.0 321.1 380.0 366.0 322.0 357.0 357.1 357.8 354.7 354.2 354.6 354.7 350.7 350.0 379.7 363.0 353.0 382.0 353.0 418.8 382.1 333.3 

Tcini,j,k  
352.8 303.0 379.0 355.9 303.0 343.0 343.9 349.4 327.6 303.0 344.4 315.0 343.0 303.0 374.4 349.3 321.0 381.0 349.3 384.0 381.1 321.9 

Tcouti,j,k  
362.0 339.9 379.9 387.0 345.5 352.7 352.8 355.9 343.0 345.0 349.4 323.0 349.0 341.2 378.0 374.9 321.9 381.1 374.0 384.4 382.0 327.6 

LMTD 
 

2.6 16.0 3.4 3.9 13.0 8.3 8.4 4.6 18.5 24.9 7.5 35.5 4.2 23.7 6.1 8.5 44.6 10.6 5.6 55.7 9.9 13.8 

Bypass % 5.1 
   

10.1 
 

25.4 5.6 28.7 10.8 
  

15.3 
 

52.6 12.8 
  

8.5 
 

93.0 
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Match 
 

(1,3,2) (1,9,1) (1,9,4) (2,2,4) (2,3,3) (3,1,1) (3,3,4) (3,9,3) (3,10,3) (4,1,2) (4,9,4) (6,2,1) (6,6,1) (6,9,2) (7,3,4) (7,5,3) (9,2,3) (9,3,4) (9,4,1) (9,4,2) (9,5,1) 
 

Period 3                       
 

AS  
4419.2 5494.6 774.1 2031 463.1 1423.9 1658.2 4380 198 749.3 1075.5 748.3 946.7 3114.2 108 293.8 5500 465 1684 5498.6 757.7 

 

Ai,j,k  
4,419.2 5,494.7 733.2 2,030.8 231.5 1,423.9 1,658.2 4,380.0 159.5 557.0 1,075.5 485.8 903.7 3,114.3 40.1 219.4 5,499.3 408.9 1,684.0 5,498.6 646.1 

 

Ai,j,k/As  
1.00 1.00 0.95 1.00 0.50 1.00 1.00 1.00 0.81 0.74 1.00 0.65 0.95 1.00 0.37 0.75 1.00 0.88 1.00 1.00 0.85 

 

Qi,j,k  
23,243.9 10,727.4 10,970.1 12,426.1 2,667.6 17,747.5 33,366.6 19,145.5 3,904.0 9,884.5 20,289.5 1,810.3 1,665.1 19,140.6 1,188.8 1,599.0 30,843.6 9,212.0 53,877.0 27,109.6 22,361.0 

 

Fhi,j,k  
1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.82 0.18 1.00 1.00 0.41 0.59 1.00 1.00 1.00 1.00 1.00 0.71 1.00 0.29 

 

Fci,j,k  
1.00 1.00 0.39 1.00 1.00 1.00 0.77 1.00 1.00 1.00 0.61 1.00 1.00 1.00 0.02 1.00 1.00 0.21 1.00 1.00 1.00 

 

Thini,j,k  
374.9 388.0 346.4 357.8 358.0 355.0 354.5 354.8 354.8 351.0 350.7 385.0 385.0 381.6 382.0 421.0 385.1 360.4 468.0 406.9 468.0 

 

Thouti,j,k  
346.4 374.9 332.9 357.0 357.8 354.8 354.0 354.4 354.5 350.7 350.0 380.7 382.3 363.0 353.0 382.0 360.4 353.0 406.8 385.1 407.0 

 

Tcini,j,k  
342.3 373.0 303.0 343.0 340.1 328.9 303.0 334.5 315.0 321.0 303.0 376.6 379.0 353.8 303.0 381.0 352.6 303.0 384.3 384.0 381.1 

 

Tcouti,j,k  
362.0 383.8 331.3 352.6 342.3 343.0 339.8 353.8 323.0 328.9 336.6 378.0 382.9 373.0 345.3 381.1 376.6 340.5 384.9 384.3 382.0 

 

LMTD 
 

7.6 2.8 21.7 8.9 16.7 18.1 29.2 6.3 35.5 25.7 27.3 5.4 2.7 8.9 43.0 10.6 8.1 32.7 46.4 7.1 50.2 
 

Bypass % 
  

5.8 
 

84.9 
   

59.6 57.7 
 

74.0 3.7 
 

44.7 99.5 
 

12.3 
  

95.8 
 

 

 

 

  



Thesis - Cássia Maria de Oliveira 

142 

 

Table 5.B.10. Single-period HEN for Case Study 3 (Part 2). 

Match (i,j,k) (1,CU,5) (2,CU,5) (3,CU,5) (4,CU,5) (5,CU,5) (6,CU,5) (7,CU,5) (8,CU,5) (9,CU,5) (10,CU,5) 

Period 1 
          

 As m2 2486.3 1075.5 774.1 1658.2 748.3 293.8 284.8 749.3 - - 

Ai,j,k m2 1,372.1 302.1 163.7 395.3 97.3 15.5 11.8 113.6 - - 

Ai,j,k/As % 0.55 0.28 0.21 0.24 0.13 0.05 0.04 0.15 - - 

Qi,j,k kW 12,744.5 11,661.0 5,925.4 13,283.5 2,074.0 660.3 479.5 1,849.0 - - 

Fhi,j,k 
 

1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 - - 

Fci,j,k 
   

- - 
 

- 
  

- - 

Thini,j,k K 326.0 358.0 354.1 350.5 333.0 363.9 367.5 351.0 - - 

Thouti,j,k K 306.0 357.0 354.0 350.0 332.0 363.0 353.0 308.0 - - 

Tcini,j,k K 298.0 298.0 298.0 298.0 298.0 298.0 298.0 298.0 - - 

Tcouti,j,k K 305.0 305.0 305.0 305.0 305.0 305.0 305.0 305.0 - - 

LMTD K 13.5 55.9 52.5 48.7 30.9 61.9 58.7 23.6 - - 

Period 2   
          

As m2 1997.7 
 

284.8 463.1 108 
  

134.7 
 

946.7 

Ai,j,k m2 1,393.3 - 284.8 463.1 108.0 - - 134.7 - 946.7 

Ai,j,k/As % 0.70 - 1.00 1.00 0.80 - - 1.00 - 1.00 

Qi,j,k kW 11,362.5 - 10,318.5 15,567.3 2,302.0 - - 2,193.0 - 13,687.8 

Fhi,j,k  
1.0 - - 1.0 1.0 - - 1.0 - 

 

Fci,j,k   
- - 

  
- - 

 
- 

 

Thini,j,k K 321.7 - 354.2 350.6 333.0 - - 351.0 - 333.3 

Thouti,j,k K 306.0 - 354.0 350.0 332.0 - - 308.0 - 313.0 

Tcini,j,k K 298.0 - 298.0 298.0 298.0 - - 298.0 - 298.0 

Tcouti,j,k K 305.0 - 305.0 305.0 305.0 - - 305.0 - 305.0 

LMTD K 11.8 - 52.5 48.7 30.9 - - 23.6 - 21.0 

Period 3   
          

As m2 1997.7 
   

146.8 
  

284.8 
 

2486.3 

Ai,j,k m2 1,997.7 - - - 119.4 - - 203.4 - 2,486.3 

Ai,j,k/As % 
1.00 - - - 0.81 - - 0.71 - 1.00 

Qi,j,k kW 21,970.6 - - - 2,545.0 - - 3,311.0 - 43,090.0 

Fhi,j,k  
1.0 - - - 1.0 - - 1.0 - 

 

Fci,j,k  
- - - - - - - 

 
- 

 

Thini,j,k K 332.9 - - - 333.0 - - 351.0 - 344.0 

Thouti,j,k K 306.0 - - - 332.0 - - 308.0 - 313.0 

Tcini,j,k K 298.0 - - - 298.0 - - 298.0 - 298.0 

Tcouti,j,k K 305.0 - - - 305.0 - - 305.0 - 305.0 

LMTD K 15.9 - - - 30.9 - - 23.6 - 25.1 
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Table 5.B.11. Single-period HEN for Case Study 3 (Part 3). 

Match (i,j,k) (HU,1,0) (HU,2,0) (HU,3,0) (HU,4,0) (HU,5,0) (HU,6,0) (HU,7,0) (HU,8,0) (HU,9,0) (HU,10,0) 

Period 1  
          

As m2 - 463.1 

 
2188.9 1423.9 946.7 465.1 - - - 

Ai,j,k m2 
- 38.6 - 1,047.9 311.3 168.5 77.8 - - - 

Ai,j,k/As % - 0.08 - 0.48 0.22 0.18 0.17 - - - 

Qi,j,k kW 
- 2,705.7 - 67,968.0 20,825.5 9,856.0 3,350.0 - - - 

Fhi,j,k  - 
 

- 
    

- - - 

Fci,j,k  - 1.0 - 1.0 1.0 1.0 1.0 - - - 

Thini,j,k K 
- 479.0 - 479.0 479.0 479.0 486.0 - - - 

Thouti,j,k K 
- 478.0 - 478.0 478.0 478.0 432.0 - - - 

Tcini,j,k K 
- 375.9 - 384.0 381.1 379.0 411.0 - - - 

Tcouti,j,k K 
- 378.0 - 385.0 382.0 407.0 421.0 - - - 

LMTD K 
- 101.5 - 94.0 97.0 84.8 62.4 - - - 

Period 2 m2                     

As % - - - 749.3 
 

182.1 86.2 1,684.0 1,423.9 - 

Ai,j,k kW 
- - - 749.4 - 182.1 86.2 1,143.7 1,036.8 - 

Ai,j,k/As  
- - - 1.00 - 1.00 1.00 0.68 0.73 - 

Qi,j,k  
- - - 48,504.6 - 10,603.6 3,710.0 17,458.0 34,151.0 - 

Fhi,j,k K 
- - - - - - - - - - 

Fci,j,k K 
- - - 1.0 - 1.0 1.0 1.0 1.0 - 

Thini,j,k K 
- - - 479.0 - 479.0 479.0 479.0 479.0 - 

Thouti,j,k K 
- - - 478.0 - 478.0 478.0 478.0 478.0 - 

Tcini,j,k K 
- - - 384.4 - 379.9 411.0 439.0 387.0 - 

Tcouti,j,k   - - - 385.0 - 407.0 421.0 468.0 458.0 - 

LMTD m2 
- - - 93.8 - 84.4 62.4 22.1 47.7 - 

Period 3 kW                     

As  
- - - 182.1 86.2 216.5 134.7 2357.7 2188.9 - 

Ai,j,k  
- - - 133.4 12.3 182.1 95.5 2,357.7 2,188.9 - 

Ai,j,k/As K - - - 0.73 0.14 0.84 0.71 1.00 1.00 - 

Qi,j,k K 
- - - 8,607.4 816.0 10,430.9 4,110.0 35,989.0 73,641.9 - 

Fhi,j,k K - - - - - - - - - - 

Fci,j,k K - - - 1.0 1.0 1.0 1.0 1.0 1.0 - 

Thini,j,k K - - - 479.0 479.0 479.0 479.0 479.0 479.0 - 

Thouti,j,k 
 - - - 478.0 478.0 478.0 478.0 478.0 478.0 - 

Tcini,j,k 
 - - - 384.9 382.0 382.9 411.0 439.0 383.8 - 

Tcouti,j,k 
 - - - 385.0 382.0 407.0 421.0 468.0 458.0 - 

LMTD  - - - 93.5 96.5 83.0 62.4 22.1 48.8 - 
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Table 5.B.12. Multiperiod HEN for Case Study 3. 

Exchanger label Assigned area (m2) Period Match (i,j,k) Exchanger label Assigned area (m2) Period Match (i,j,k) 

A 5500 

1 1,3,4 

R 757.7 

1 7,2,1 

2 1,9,1 2 10,1,2 

3 9,2,3 3 9,5,1 

B 5498.6 

1 3,2,3 

S 749.3 

1 8,CU,4 

2 1,3,2 2 HU,4,0 

3 9,4,2 3 4,1,2 

C 5494.6 

1 1,2,1 

T 748.3 

1 5,CU,4 

2 9,2,3 2 1,3,4 

3 1,9,1 3 6,2,1 

D 4419.2 

1 3,3,4 

U 465.1 

1 HU,7,0 

2 9,5,2 2 3,9,3 

3 1,3,2 3 9,3,4 

E 4380 

1 1,3,3 

V 463.1 

1 HU,2,0 

2 6,2,3 2 4,CU,4 

3 3,9,3 3 2,3,3 

F 3114.2 

1 6,2,2 

W 293.8 

1 6,CU,4 

2 4,2,4 2 4,9,4 

3 6,9,2 3 7,5,3 

G 2486.3 

1 1,CU,4 

X 284.8 

1 7,CU,4 

2 3,3,4 2 3,CU,4 

3 10,CU,4 3 8,CU,4 

H 2357.7 

1 3,1,2 

Y 216.5 

1 - 

2 1,9,4 2 2,2,4 

3 HU,8,0 3 HU,6,0 

I 2188.9 

1 HU,4,0 

Z 198 

1 - 

2 2,3,3 2 7,5,3 

3 HU,9,0 3 3,10,3 

J 2030.8 

1 6,5,1 

AA 182.1 

1 - 

2 3,1,1 2 HU,6,0 

3 2,2,4 3 HU,4,0 

K 1997.7 

1 4,1,3 

BB 146.8 

1 - 

2 1,CU,4 2 1,6,1 

3 1,CU,4 3 5,CU,4 

L 1684 

1 1,2,4 

CC 134.7 

1 - 

2 HU,8,0 2 8,CU,4 

3 9,4,1 3 HU,7,0 

M 1658.2 

1 4,CU,4 

DD 108 

1 - 

2 6,2,1 2 5,CU,4 

3 3,3,4 3 7,3,4 

N 1423.9 

1 HU,5,0 

EE 86.2 

1 - 

2 HU,9,0 2 HU,7,0 

3 3,1,1 3 HU,5,0 

O 1075.5 

1 2,CU,4 

FF 77.3 

1 - 

2 2,9,2 2 3,10,3 

3 4,9,4 3 - 

P 946.7 

1 HU,6,0 

GG 34.8 

1 - 

2 10,CU,4 2 7,1,4 

3 6,6,1 3 - 

Q 774.1 

1 3,CU,4     

2 9,4,1     

3 1,9,4     
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6 Chapter 6 

Conclusions and Recommendations to Future Work  

 

This work presents the industrial case studies of energy integration in sugarcane 

biorefineries. Mixed Integer Nonlinear Programming with multiple periods was used to synthesize 

HENs that operate under more than one operating condition, such as changes in the number of streams 

and their flow rates. Three mathematical methods were used to solve MINLP problems.  

The first method applied was an adapted Particle Swarm Optimization (PSO) algorithm in 

a case study in which pentoses fraction is disposed (CS1). Using this strategy, for CS1, in the process 

with the multiperiod HEN, the saving in TAC can reach 52% when compared to the process without 

energy integration and 15% when compared to the process with project energy integration. Moreover, 

the process with the multiperiod HEN can save up to 48% and 14% of steam in relation to processes 

without energy integration and with project energy integration, respectively. These results represent 

marginal improvements when compared to the process already existing in Brazilian plants (i.e., the 

process with project integration).  

In the second mathematical strategy, a hybrid meta-heuristic method, composed by 

Simulated Annealing (SA) and Rocket Fireworks Optimization (RFO), was used to solve optimization 

problems. The same case study, CS1, was solved. For CS1, in the process with the multiperiod HEN, 

the saving in TAC can reach 76% when compared to the process without energy integration and 55% 

when compared to the process with the typical project energy integration. Furthermore, the process 

with the multiperiod HEN can save up to 71% and 48% of steam in relation to process without energy 

integration and with project energy integration, respectively.  

In the third mathematical strategy, a novel hybrid meta-heuristic approach was applied to 

three case studies. This approach consists of Tabu Search (TS) and Particle Swarm Optimization 

(PSO) algorithms. For CS1, the process with the multiperiod HEN presents reductions in TAC of up to 

75% when compared to the process without energy integration and 53% when compared to the process 

with project energy integration. Besides, for that process, saving of steam reaches 70% when 

compared to the process without energy integration and 46% when compared to the process with 
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project energy integration. For CS2, a case study in which pentose fraction is fermented to 2G ethanol, 

the process with the multiperiod HEN presents reduction in TAC and steam demand of up to 70% and 

66%, respectively, when compared to the process without energy integration. Improvements in TAC 

and steam demand for that case study can reach 50% and 45%, respectively, when compared to the 

process with project energy integration. For the last case study, CS3, in which pentose fraction is 

biodigested to biogas, a complementary fuel to the boiler, the process with the multiperiod HEN 

presents reduction in TAC and steam demand of up to 74% and 71%, respectively, when compared to 

the process without energy integration. When compared to the process with project energy integration, 

these numbers reach 51% and 47%, respectively. 

SA-RFO method presented better results than PSO and TS-PSO. However, the difference 

in TAC of the solution obtained via SA-RFO and via TS-PSO is very small, and both methods were 

able to achieve significant savings, demonstrating that both methods are good strategies to solve large-

scale HEN synthesis problems. As noticed in other works, there are challenges in inner loop 

optimization due to the number of variables to be estimated. Therefore, modifications in mathematical 

method used in lower level can allow improving the solution. as verified in the literature with RFO 

method, which is composed by two algorithms in inner level, SA and PSO, and which was able to 

achieve better results in benchmarking problems than using only PSO in inner level. Furthermore, in 

this study, the adapted PSO presented poor solutions when compared to the other applied methods. 

Besides the difficulties already mentioned in lower optimization level (continuous variables), PSO 

algorithm has failures when dealing with integer variables (i.e., the variables of upper level) in large-

scale problems.  

Other important comparison among meta-heuristics methods used in this study refers to 

the computational effort. SA-RFO method is more efficient, since the execution time and the number 

of objective function evaluations are lower than PSO and TS-PSO. Tabu Search algorithm explores 

each element of the neighborhood. Thus, the execution time and the number of objective function 

evaluations are higher, because the size of the neighborhood is equal to the number of elements of it. 

However, TS-PSO approach can be improved through strategies, such as the evaluation of only some 

elements of the neighborhood, modifications in attributive memory or inclusion of other method along 
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with PSO in inner level. The stand-alone PSO approach is not adequate to large scale problems of 

HEN synthesis, since the execution time and the number of objective function evaluations are higher 

and solutions are not good. Among methods used in this study, stand-alone PSO is the least efficient 

one.  

Although the results differ among mathematical methods used for energy integration in 

biorefineries, they demonstrate that it is possible to reduce the steam consumption in process, and so 

more bagasse can be diverted to produce 2G ethanol or electricity, depending on the market demand. 

Besides that, it can help increasing energy security and decreasing environmental resources 

consumption, as well reducing waste generation. In that manner, with all the improvements provided 

by energy integration, it is expected to contribute with viability of 2G ethanol production process. 

 

Recommendations to future works  

 

In this thesis, industrial case studies of energy integration in sugarcane biorefineries were 

performed, but some topics were not approached since they are out of the scope of this work. They can 

be explored, nonetheless, in future works, in order to provide efficient options for energetic efficiency. 

Some suggestions for future works are presented below. 

 

1. Estimate the fraction of the bagasse that can be diverted to 2G ethanol section from energy 

integration, and so surplus ethanol 2G production; 

 

2. Simulate the process of 1G/2G ethanol production using the HENs synthesized in this work; 

 

3. Synthesize HENs under variations in flow rates.  

 

4. Synthesize HENs including the operation time in the objective function.  

 

5. Assess the controllability and security issues of multiperiod HEN.  
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RAVAGNANI, M. A. S. S.; CABALLERO SUÁREZ, J. A. Redes de cambiadores de calor. [s.l.] 

Publicaciones de la Universidad de Alicante, 2012.  

RAVAGNANI, M. A. S. S.; MÓDENES, A. N. Heat exchanger networks with multiple periods of 

operation. Brazilian Journal of Chemical Engineering, v. 13, n. 2, p. 71–84, 1996.  

SABOO, A. K.; MORARI, M.; WOODCOCK, D. C. Design of resilient processing plants—VIII. A 

resilience index for heat exchanger networks. Chemical Engineering Science, v. 40, n. 8, p. 1553–



Thesis - Cássia Maria de Oliveira 

152 

 

1565, 1985.  

SADELI, E.; CHANG, C.-T. Heuristic Approach to Incorporate Timesharing Schemes in Multiperiod 

Heat Exchanger Network Designs. Industrial & Engineering Chemistry Research, v. 51, n. 23, p. 

7967–7987, 2012.  

SHORT, M.; ISAFIADE, A. J.; FRASER, D. M.; KRAVANJA, Z. Two-step hybrid approach for the 

synthesis of multi-period heat exchanger networks with detailed exchanger design. Applied Thermal 

Engineering, v. 105, p. 807–821, 2016.  

SIENIUTYCZ, S.; JEŻOWSKI, J. Energy optimization in process systems and fuel cells. [s.l.] 

Elsevier Science, 2013.  

SILVA, A. P.; RAVAGNANI, M. A. S. S.; BISCAIA, E. C. Particle Swarm Optimisation in heat 

exchanger network synthesis including detailed equipment design. Computer Aided Chemical 

Engineering, v. 25,  p. 713–718, 2008.  

SILVA, A. P.; RAVAGNANI, M. A. S. S.; BISCAIA, E. C.; CABALLERO, J. A. Optimal heat 

exchanger network synthesis using particle swarm optimization. Optimization and Engineering, v. 11, 

n. 3, p. 459–470, 2010.  

SILVA, M. L. Descrição: Aplicação da analise pinch na sintese de redes de trocadores de calor 

flexiveis. 1995. State University of Campinas, 1995.  

SMITH, R. Chemical Process: Design and Integration. [s.l.] Wiley, 2014.  

SWANEY, R. E.; GROSSMANN, I. E. An index for operational flexibility in chemical process 

design. Part I: Formulation and theory. AIChE Journal, v. 31, n. 4, p. 621–630, 1985.  

TOIMIL, D.; GÓMEZ, A. Review of metaheuristics applied to heat exchanger network design. 

International Transactions in Operational Research, v. 24, n. 1–2, p. 7–26, 2017.  

VERHEYEN, N.; ZHANG, W. Design of flexible heat exchanger network for multi-period operation. 

Chemical Engineering Science, v. 61, n. 23, p. 7730–7753, 2006.  

WESTERLUND, T.; PETTERSSON, F. An extended cutting plane method for solving convex 

MINLP problems. Computers & Chemical Engineering, v. 19, p. 131–136, 1995.  

YEE, T. F.; GROSSMANN, I. E. Simultaneous optimization models for heat integration—II. Heat 

exchanger network synthesis. Computers & Chemical Engineering, v. 14, n. 10, p. 1165–1184, 1990.  

YERRAMSETTY, K. M.; MURTY, C. V. S. Synthesis of cost-optimal heat exchanger networks using 

differential evolution. Computers & Chemical Engineering, v. 32, n. 8, p. 1861–1876, 2008.  

ZHANG, C.; CUI, G.; PENG, F. A novel hybrid chaotic ant swarm algorithm for heat exchanger 

networks synthesis. Applied Thermal Engineering, v. 104, p. 707–719, 2016.  




