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Resumo

Classificamos as hipersuperf́ıcies f : Mn → Rn+1 que possuem uma curvatura principal

de multiplicidade n− 2 que admitem uma deformação conforme genúına f̃ : Mn → Rn+2.

Uma deformação conforme f̃ : Mn → Rn+2 de f é genúına se em nenhum aberto U ⊂Mn

a restrição f̃ |U é uma composição f̃ |U = h ◦ f |U de f |U com uma immersão conforme

h : V → Rn+2 de um aberto V ⊂ Rn+1 que contém f(U).
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Abstract

We classify hypersurfaces f : Mn → Rn+1 with a principal curvature of multiplicity

n − 2 that admit a genuine conformal deformation f̃ : Mn → Rn+2. That a conformal

deformation f̃ : Mn → Rn+2 of f is genuine means that there does not exist any open

subset U ⊂ Mn such that f̃ |U is a composition f̃ |U = h ◦ f |U of f |U with a conformal

immersion h : V → Rn+2 of an open subset V ⊂ Rn+1 containing f(U).
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Introduction

Hypersurfaces f : Mn → Rn+1 that admit an isometric (respectively, conformal) defor-

mation g : Mn → Rn+1 that is not isometrically congruent (respectively, conformally

congruent) to f on any open subset of Mn are called Sbrana-Cartan Hypersurfaces (re-

spectively, Cartan Hypersurfaces). These two types of hypersurfaces have been classified

in the beginning of the twentieth century: in the isometric case by Sbrana in [1] and

Cartan [2] for n ≥ 3, and in the conformal one by Cartan in [3] for n ≥ 5. The most

interesting classes of Sbrana-Cartan (respectively, Cartan) hypersurfaces are envelopes

of certain two-parameter congruences of affine hyperplanes (respectively, hyperspheres),

which may admit either a one-parameter family of isometric (respectively, conformal) de-

formations, or a single one. Partial results on Cartan hypersurfaces of dimensions four

and three were also obtained by Cartan in [4] and [5], respectively.

The classification of Sbrana-Cartan hypersurfaces was extended to the case of nonflat

ambient space forms by Dajczer-Florit-Tojeiro in [6]. Moreover, among other things, in

that paper the problem of determining whether Sbrana-Cartan hypersurfaces that allow

a single deformation do exist, which was not addressed by Sbrana or Cartan, was given

an affirmative answer.

A nonparametric description of Cartan hypersurfaces of dimension n ≥ 5 of Rn+1 was

given in [7], where it was shown that any such hypersurface arises by intersecting the light-

cone Vn+2 in Lorentzian space Ln+3 with a flat space-like submanifold of codimension two

of Ln+3.

We also refer to [6] and [7], as well as to [8], for modern accounts of the classifications

of Sbrana-Cartan and Cartan hypersurfaces. Our presentation in this thesis is close in

spirit to that in [8].

When studying isometric or conformal deformations of a Euclidean submanifold with

codimension greater than one, one has to take into account that any submanifold of a de-

formable submanifold already possesses the isometric deformations induced by the latter.

Therefore, it is necessary to restrict the study to those deformations that are “genuine”,

13



14 INTRODUCTION

Rn+p

Mn Nn+r

Rn+q.
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f̃

F

F̃

Figure 1: f and f̃ not genuinely conformally congruent

that is, those which are not induced by deformations of an “extended” submanifold. It

is also of interest to consider deformations of a submanifold that take place in a possibly

different codimension.

These ideas have been made precise in [9] in the isometric case, and extended to the

conformal realm in [10] as follows. Let f : Mn → Rn+p be a conformal immersion of an

n-dimensional Riemannian manifold Mn into Euclidean space. A conformal immersion

f̃ : Mn → Rn+q is said to be a genuine conformal deformation of f if f and f̃ are nowhere

(i.e., on no open subset of Mn) compositions, f = F ◦ j and f̃ = F̃ ◦ j, of a conformal

embedding j : Mn → Nn+r into a Riemannian manifold Nn+r with r > 0 and conformal

immersions F : Nn+r → Rn+p and F̃ : Nn+r → Rn+q (see figure 1).

In this work we are interested in the case where p = 1 and q = 2. In the isometric

realm, from the assumption that f : Mn → Rn+1 admits a genuine isometric deformation

f̃ : Mn → Rn+2, it follows from Theorem 1 in [11] that rank f ≤ 3. The situation in

which rank f = 2 was solved some years ago in [12].

In the conformal instance, from Theorem 1 of [13] it follows that f : Mn → Rn+1 must

have a principal curvature λ with multiplicity greater than or equal to n− 3 if it admits

a genuine conformal deformation f̃ : Mn → Rn+2. We will study the particular case in

which the multiplicity is n− 2. For the case n− 3, it seems better to start by attempting

to solve the analogous problem in the isometric realm, which is also still open.

Hypersurfaces f : Mn → Rn+1 having a principal curvature λ of multiplicity n− 2 are

envelopes of two-parameter congruences of hyperspheres (see Chapter 1). These are given

by a focal function h : L2 → Rn+1 and a radius function r ∈ C∞(L), where L2 = Mn/∆n−2

is the quotient space of leaves of the umbilical eigendistribution distribution ∆ associated

to λ. In terms of the model of Euclidean space Rn+1 as a hypersurface of the light-

cone Vn+2 ⊂ Ln+3, the congruence of hyperspheres (h, r) can be represented by a surface
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s : L2 → Qn+2
1,1 ⊂ Ln+3 in the de Sitter space. With the aid of the conformal Gauss

parametrization, the hypersurface f can be recovered back from the surface s. Our

approach is to determine which surfaces s : L2 → Qn+2
1,1 ⊂ Ln+3 give rise to hypersurfaces

f : Mn → Rn+1 that admit genuine conformal deformations f̃ : Mn → Rn+2.

In the proof, we follow similar steps to those of the isometric case. We show in

Chapter 3 that the fact that a hypersurface f : Mn → Rn+1 having a principal curvature

λ of multiplicity n − 2 admits a genuine conformal deformation f̃ : Mn → Rn+2 can be

encoded by a triple (D1, D2, ψ) satisfying several conditions, where Di ∈ Γ(End(∆⊥)),

1 ≤ i ≤ 2, and ψ is a one-form on Mn. This requires the preliminary algebraic step

of determining the structure of the second fundamental form of the isometric light-cone

representative of a genuine conformal deformation f̃ : Mn → Rn+2 of f , which is carried

out in Chapter 2.

The next step is to prove that the triple (D1, D2, ψ) can be projected down to a triple

(D̄1, D̄2, ψ̄) on the quotient space L2, and to express the conditions on (D1, D2, ψ) in terms

of simpler ones on (D̄1, D̄2, ψ̄) (see Chapter 4). The last step is then to characterize the

surfaces s : L2 → Qn+2
1,1 ⊂ Ln+3 that carry a triple (D̄1, D̄2, ψ̄) satisfying those conditions.

This is done in Chapter 5. For the statement and proof of our classification of Euclidean

hypersurfaces f : Mn → Rn+1 that admit genuine conformal deformations f̃ : Mn → Rn+1

in Chapter 6, all that was needed was to put together the steps accomplished in the

previous chapters.

The main theorem of this thesis is, as far as we know, the first classification result

for a class of submanifolds admitting genuine conformal deformations, apart from the

classical one by Cartan of the Euclidean hypersurfaces f : Mn → Rn+1 that admit genuine

conformal deformations f̃ : Mn → Rn+1. In the isometric realm, besides the isometric

version of our result in [12], isometric immersions f : Mn → Rn+2 of rank two that admit

genuine isometric deformations f̃ : Mn → Rn+2 have been classified in [14], [15] and [16].

We hope that, after reading this thesis, the reader will have learned about some of

the tools used in the conformal theory of submanifolds. For that reason we have included

most of the necessary background material in Chapter 1, trying to make the presentation

as self-contained as possible. Without more chit chat, lets start!





Chapter 1

Prerequisites

Studying the topic at hand requires a lot of background knowledge. Including in this

chapter all the material needed to understand the present work would be an impossible

endeavour, due to the space and time that it would require to accomplish that enterprise.

Therefore, we had to draw a starting line about what we assume the reader knows.

In choosing that starting point we took into consideration our wish that the present

work would be understandable to any mathematician in the area of differential geometry.

Hence, we will require the reader to know about smooth manifolds and Riemmanian

geometry. With that setting in mind, we are confident enough that we will be able to

supplement other knowledge needs in order for the reader to understand this thesis.

As discussed in the introduction, we will work with hypersurfaces f : Mn → Rn+1

carrying a principal curvature of multiplicity n − 2. Some properties of their shape op-

erators and of the associated eigendistributions will be needed in later chapters. In this

chapter, we will start by deriving those properties for the more general setting of isometric

immersions f : Mn → Rn+p that carry a Dupin principal normal vector field.

As the title suggests, we will work with conformal immersions f̃ : Mn → Rn+2.

However, in practice, we will replace those conformal maps by their isometric light-cone

representatives F̃ : Mn → Vn+3 ⊂ Rn+4. The reason is simple enough, in this way we can

use all the isometric theory behind them. Of course, the price paid in exchange is to work

with Lorentzian ambient spaces. For that motive, we will introduce to the reader the

model of Euclidean space Rm as a hypersurface of the Lorentz light-cone Vm+1 ⊂ Lm+2,

and then use this model to define the isometric light-cone representative of a conformal

immersion f : Mn → Rn+1.

As the reader will see from a proposition in the section on Principal normals, a hyper-

surface f : Mn → Rn+1 carrying a principal curvature of multiplicity n−2 is the envelope

17
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of a two-parameter congruence of hyperspheres. Another reason to introduce the Eu-

clidean Model Ψ : Rm → Vm+1 ⊂ Lm+2 is because hyperspheres have a neat description

in terms of vectors in the Sitter space Qn+2
1,1 ⊂ Ln+3, and so a two-parameter congruence

of hyperspheres will have a simple representation as a surface s : L2 → Qn+2
1,1 .

Finally, we will discuss how to recover the hypersurface f : Mn → Rn+1 from the

congruence of hyperspheres with the help of the Conformal Gauss Parametrization. This

is analogous to the Gauss Parametrization of hypersurfaces having constant index of

relative nullity, which can be parametrized by their Gauss map and support function.

Hopefully, this will close all the gaps of knowledge the reader will need to understand this

work.

One last word: all the material that was mentioned before can be found in [8], which

was a keystone in my study. Without that book, it would have been impossible for me

to accomplish the present work. Of course, in that book the prerequisites listed before

are explained in more detail and treated with greater generality, but since the work at

hand will be available before the book is published, we decided to include this prerequisite

chapter.

1.1 Principal Normals

Given an isometric immersion f : Mn → Nm, a vector η in the normal space NfM(x) of

f at x is called a principal normal if the subspace

Eη(x) = {X ∈ TxM : α(X, Y ) = 〈X, Y 〉 η for all Y ∈ TxM} (1.1)

is non-trivial. A section η of NfM is called a principal normal vector field of f with

multiplicity q > 0 if the subspace Eη(x) is q-dimensional at each x ∈Mn.

In terms of the shape operators of f , the subspace Eη(x) can be expressed as

Eη(x) =
⋂

γ∈NfM(x)

ker (Aγ − 〈γ, η〉 I) , (1.2)

as one can easily deduce: If X ∈ ∩γ∈NfM(x) ker (Aγ − 〈γ, η〉 I), then for all γ ∈ NfM(x)

and Y ∈ TxM we have

〈α(X, Y ), γ〉 = 〈AγX, Y 〉 = 〈X, Y 〉 〈η, γ〉 .

This leads us to conclude that α(X, Y ) = 〈X, Y 〉 η for any Y ∈ TxM , or, in another
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words, that X ∈ Eη(x). For the other inclusion, let X ∈ Eη(x), then from the definition

of the subspace Eη(x), we have

α(X, Y ) = 〈X, Y 〉 η,

for any Y ∈ TxM . Taking inner product with an arbitrary γ ∈ NfM(x) we conclude

〈AγX, Y 〉 = 〈X, Y 〉 〈η, γ〉

and the other inclusion follows.

In the case where f is an oriented hypersurface with a unit normal vector field N ,

then a principal normal η ∈ Γ(NfM) can be expressed as η = λN . From equation (1.2),

we have that X ∈ Eη(x) if and only if AX = λX, that is, X ∈ Eλ(x), where

Eλ(x) = {X ∈ TxM : AX = λX} .

Therefore, η = λN is a principal normal of f at x ∈ Mn if and only if λ is a principal

curvature of f at x ∈ Mn. We can think of principal normals as the generalization to

higher codimensions of principal curvatures.

A principal normal vector field η ∈ Γ(NfM) is said to be Dupin if η is parallel along

Eη in the normal connection. In the specific case where f is a hypersurface, if η = λN

is a Dupin principal normal vector field, then λ is a principal curvature with constant

multiplicity and for any T ∈ Eη, we have

0 = ∇⊥T η = T (λ)N.

Therefore, λ is constant along Eη. The other way around is also valid, if λ is a principal

curvature with constant multiplicity and constant along Eλ, then η = λN is a Dupin

principal normal vector field.

A smooth distribution E on a Riemannian manifold Mn is called umbilical if there

exists a section δ of E⊥, named the mean curvature vector field of E, such that

〈∇ST,X〉 = 〈S, T 〉 〈X, δ〉

for all S, T ∈ Γ(E) and X ∈ Γ(E⊥). The distribution E is integrable, since

〈[S, T ], X〉 = 〈∇ST,X〉 − 〈∇TS,X〉 = 〈S, T 〉 〈X, δ〉 − 〈T, S〉 〈X, δ〉 = 0,
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for all S, T ∈ Γ(E), and so [S, T ] ∈ Γ(E). Moreover, if σk is a leaf of E and j : σk →Mn

is the inclusion map, then for all S, T ∈ Γ(E) we have

j∗∇Sj∗T = j∗∇ST + αj(S, T ).

Taking inner product with X ∈ Γ(E⊥), we get

〈S, T 〉 〈X, δ〉 =
〈
αj(S, T ), X

〉
,

which means that σk is an umbilical submanifold of Mn with mean curvature vector field

δ.

An umbilical immersion j is called an extrinsic sphere if its mean curvature vector

field δ is parallel in the normal connection. If an umbilical distribution E also satisfies

(∇Xδ)E⊥ = 0, where δ is the mean curvature vector field, then

j∗∇Xδ = −j∗AδX +j ∇⊥Xδ = −j∗AδX.

Hence j∇⊥Xδ = 0, and σk is an extrinsic sphere. With this in mind, we call an umbilical

distribution E spherical if its mean curvature vector field δ satisfies

(∇Xδ)E⊥ = 0.

We finish this section by proving a proposition that can be found in [8]. We will not

just cite the result, because we will need some facts that appear during the proof of item

(ii).

Proposition 1.1 (Proposition 1.22 in [8]). Let f : Mn → Qm
c be an isometric immersion

with a principal normal vector field η of multiplicity q. Then the following assertions hold:

(i) The distribution x 7→ Eη(x) is smooth.

(ii) The principal normal vector field η is Dupin if and only if Eη is a spherical distri-

bution and f maps each leaf of Eη into an extrinsic sphere of Qm
c .

(iii) If q ≥ 2 then η is a Dupin principal normal vector field.

(iv) If η is a Dupin principal normal vector field and c = 0, then the map h : Mn → Rm

defined as

h = f +
1

||η||2
η
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is constant along Eη.

Proof. First, using equation (1.2), we will show that

(Eη(x))⊥ = span {AγX − 〈γ, η〉X : X ∈ TxM & γ ∈ NfM(x)} . (1.3)

Let

Y ∈ Eη(x) = ∩γ∈NfM(x) ker (Aγ − 〈γ, η〉 I) .

Then, for arbitrary X ∈ TxM and γ ∈ NfM(x) we have

〈Y,AγX − 〈γ, η〉X〉 = 〈AγY − 〈γ, η〉Y,X〉 = 0,

so

AγX − 〈γ, η〉X ∈ (∩γ∈NfM(x) ker (Aγ − 〈γ, η〉 I))⊥ = (Eη(x))⊥ .

For the other inclusion, let

Y ∈ (span {AγX − 〈γ, η〉X : X ∈ TxM & γ ∈ NfM})⊥ ,

then, for any γ ∈ NfM(x) and X ∈ TxM we have

〈AγY − 〈γ, η〉Y,X〉 = 〈Y,AγX − 〈γ, η〉X〉 = 0.

Hence, AγY − 〈γ, η〉Y = 0 for any γ ∈ NfM(x) and our affirmation follows.

Lets start by proving item (i). It is enough to prove that the distribution

x 7→ (Eη(x))⊥

is smooth. From equation (1.3), just choose pairs (Xi, γi) for i = 1, · · · , k such that

Xi ∈ TxM , γi ∈ NfM(x) and {AγiXi − 〈γi, η〉Xi : i = 1, · · · , k} is a basis for (Eη(x))⊥.

Then, extend (Xi, γi) for i = 1, · · · , k smoothly in a neighborhood of x ∈ Mn. Maybe in

a smaller neighborhood, {AγiXi− 〈γi, η〉Xi : i = 1, · · · , k} will be a frame for E⊥η , which

shows that the distribution is smooth.

Lets now prove item (ii). Suppose that η is a Dupin principal vector field, and let

η = λζ where ζ ∈ Γ(NfM) is of unit length. Then, for any T ∈ Γ(Eη) we have

0 = ∇⊥T η = T (λ)ζ + λ∇⊥T ζ.
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Hence,

0 = T (λ) = 〈gradλ, T 〉 ,

or, in another words, gradλ ∈ Γ(E⊥η ).

If S, T ∈ Γ(Eη) and X ∈ X(M), using the Codazzi equation for Aζ and equation (1.2)

we get

0 =
〈
∇XAζT, S

〉
−
〈
Aζ∇XT, S

〉
−
〈
A∇⊥XζT, S

〉
−
〈
∇TAζX,S

〉
+
〈
Aζ∇TX,S

〉
+
〈
A∇⊥T ζX,S

〉
= 〈∇XλT, S〉 − λ 〈∇XT, S〉 − 〈∇TAζX,S〉+ λ 〈∇TX,S〉

= 〈T, S〉 〈gradλ,X〉 − T 〈AζX,S〉+ 〈AζX,∇TS〉+ λT 〈X,S〉 − λ 〈X,∇TS〉

= 〈T, S〉 〈gradλ,X〉+ 〈(Aζ − λI)∇TS,X〉 .

Therefore,

(Aζ − λI)∇TS = −〈T, S〉 gradλ (1.4)

for all T , S ∈ Γ(Eη). Similarly, the Codazzi equation for Aξ, where ξ ∈ Γ(NfM) is a

section orthogonal to η, applied to T ∈ Γ(Eη), X ∈ X(M), and taking inner product with

S ∈ Γ(Eη), yields

0 =
〈
∇XAξT, S

〉
−
〈
Aξ∇XT, S

〉
−
〈
A∇⊥XξT, S

〉
−
〈
∇TAξX,S

〉
+
〈
Aξ∇TX,S

〉
+
〈
A∇⊥T ξX,S

〉
= −

〈
∇⊥Xξ, η

〉
〈T, S〉+ 〈X,Aξ∇TS〉 .

Consequently,

〈Aξ∇TS,X〉 = λ 〈T, S〉
〈
∇⊥Xξ, ζ

〉
, (1.5)

for any T , S ∈ Γ(Eη) and X ∈ X(M).

Taking into account our alternate definition of the subspace Eη given by equation (1.2),

from equations (1.4) and (1.5) we conclude that ∇TS ∈ Γ(Eη) for any pair of orthogonal

T , S ∈ Γ(Eη). Defining β : Γ(Eη)× Γ(Eη)→ Γ(E⊥η ) by

β(T, S) = (∇TS)E⊥η ,

we have β(T, S) = 0 for any orthogonal pair T , S. Moreover, since this bilinear form is

C∞(M)-linear, it is, in fact, a tensor. Consider {T1, · · · , Tk} to be an orthonormal frame
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for Eη, then

0 = β(Ti + Tj, Ti − Tj) = β(Ti, Ti)− β(Tj, Tj).

Hence,

β(Ti, Ti) = β(Tj, Tj)

for any choice of i 6= j. So, without ambiguity we can define δ = β(Ti, Ti) = (∇TiTi)E⊥η .

Then, we have

β(T, S) =
∑
i,j

aibjβ(Ti, Tj)

=
∑
i

aibiβ(Ti, Ti)

= 〈T, S〉 δ.

The above equation means that the distribution Eη is umbilical, because for all T , S ∈
Γ(Eη) and X ∈ Γ(E⊥η ) we have

〈∇TS,X〉 = 〈β(T, S), X〉 = 〈T, S〉 〈X, δ〉 ,

where δ = (∇TT )E⊥η for any T ∈ Γ(Eη) of unit length.

From equations (1.4) and (1.5), and using the alternative definition of the subspace

Eη given in equation (1.2), we arrive to

(Aζ − λI)δ = (Aζ − λI)(∇TT )E⊥η = (Aζ − λI)(∇TT ) = −gradλ, (1.6)

and 〈
Aξδ,X

〉
=
〈
Aξ(∇TT )E⊥η , X

〉
=
〈
Aξ∇TT,X

〉
= λ

〈
∇⊥Xξ, ζ

〉
, (1.7)

for T ∈ Γ(Eη) of unit length. In particular, the equation (1.6) will be fundamental on a

later chapter, so the reader should keep it in mind.

We must now prove that Eη is a spherical distribution, that is, that the mean curvature

vector field δ satisfies

(∇Xδ)E⊥ = 0.

Utilizing the Codazzi equation for Aζ applied to T ∈ Γ(Eη), X ∈ X(M), then taking

inner product with δ, using equation (1.7) and that η is a Dupin principal vector field we
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obtain

0 =
〈
∇XAζT, δ

〉
−
〈
Aζ∇XT, δ

〉
−
〈
A∇⊥XζT, δ

〉
−
〈
∇TAζX, δ

〉
+
〈
Aζ∇TX, δ

〉
+
〈
A∇⊥T ζX, δ

〉
= λ

〈
∇XT, δ

〉
−
〈
Aζ∇XT, δ

〉
−
〈
∇TAζX, δ

〉
+
〈
Aζ∇TX, δ

〉
+
〈
A∇⊥T ζX, δ

〉
= −〈∇T (Aζ − λI)X, δ〉 − λ 〈∇TX, δ〉+ λ 〈∇XT, δ〉+ 〈[T,X], Aζδ〉

+ λ
〈
∇⊥X∇⊥T ζ, ζ

〉
= −〈∇T (Aζ − λI)X, δ〉 − λ 〈[T,X], δ〉+ 〈[T,X], Aζδ〉 − λ

〈
∇⊥T ζ,∇⊥Xζ

〉
= −〈∇T (Aζ − λI)X, δ〉+ 〈(Aζ − λI)δ, [T,X]〉 ,

for any T ∈ Γ(Eη) and X ∈ X(M). Hence, using the above equality, equation (1.6) and

that λ is constant along Eη we get

〈∇T δ, (Aζ − λI)X〉 = T 〈(Aζ − λI)δ,X〉 − 〈δ,∇T (Aζ − λI)X〉 (1.8)

= T 〈(Aζ − λI)δ,X〉 − 〈(Aζ − λI)δ, [T,X]〉

= −T 〈gradλ,X〉+ 〈gradλ, [T,X]〉

= −TX(λ) + [T,X](λ)

= 0.

Using the Codazzi equation for Aξ, where ξ is a section orthogonal to η, applied to

T ∈ Γ(Eη), X ∈ X(M), taking inner product with the mean curvature vector field δ and

using equation (1.7) we obtain

0 =
〈
∇XAξT, δ

〉
−
〈
Aξ∇XT, δ

〉
−
〈
A∇⊥XξT, δ

〉
−
〈
∇TAξX, δ

〉
+
〈
Aξ∇TX, δ

〉
+
〈
A∇⊥T ξX, δ

〉
=
〈
Aξδ, [T,X]

〉
−
〈
δ,∇TAξX

〉
+
〈
A∇⊥T ξX, δ

〉
.

Therefore,

〈∇T δ, AξX〉 = T 〈Aξδ,X〉 − 〈δ,∇TAξX〉

= T
〈
Aξδ,X

〉
−
〈
A∇⊥T ξδ,X

〉
−
〈
Aξδ, [T,X]

〉
,

for any T ∈ Γ(Eη) and X ∈ X(M). Using equation (1.7) and the Ricci equation for ξ and
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ζ, we get

〈
∇T δ, AξX

〉
= T

〈
Aξδ,X

〉
−
〈
A∇⊥T ξδ,X

〉
−
〈
Aξδ, [T,X]

〉
(1.9)

= λT
〈
∇⊥Xξ, ζ

〉
− λ

〈
∇⊥X∇⊥T ξ, ζ

〉
− λ

〈
∇⊥[T,X]ξ, ζ

〉
= λ

〈
R⊥(T,X)ξ, ζ

〉
= λ 〈[Aξ, Aζ ]T,X〉

= 0,

for all T ∈ Γ(Eη) and X ∈ X(M). Since

(Eη(x))⊥ = span {AγX − 〈γ, η〉X : X ∈ TxM & γ ∈ NfM(x)} ,

using equations (1.8) and (1.9) we conclude that ∇T δ ∈ Γ(Eη) for any T ∈ Γ(Eη), so Eη

is an spherical distribution.

We must prove now that the restriction of f to each leaf σk generated by the dis-

tribution Eη is an extrinsic sphere. Let j : σk → Mn be the inclusion map and define

f̃ = f ◦ j : σk → Qm
c . Since,

αf̃ (T, S) = f∗α
j(T, S) + αf (j∗T, j∗S) = 〈T, S〉 f∗δ + 〈T, S〉 η,

we get that f̃ is umbilical with mean curvature vector field γ = f∗δ + η. Now, because

j∗T ∈ Γ(Eη) and η is a Dupin principal, we have

f̃ ∗∇̃T (f∗δ + η) = f ∗∇̃j∗Tf∗δ + f ∗∇̃j∗Tη

= f∗∇j∗T δ + αf (j∗T, δ)− f∗Aηj∗T +f ∇⊥j∗Tη

= −||δ||2f̃∗T − ||η||2f̃∗T,

where we used that ∇j∗T δ ∈ Γ(Eη). We conclude that f̃∇⊥T (f∗δ + η) = 0 and so f̃ is an

extrinsic sphere.

For the converse of item (ii), let η be a principal normal vector field of multiplicity

q with associated spherical distribution Eη such that f maps each leaf σk generated by

the distribution Eη to an extrinsic sphere of Qm
c . We must prove that f∇⊥T η = 0, for any

T ∈ Γ(Eη). Since Eη is in particular an umbilical distribution, we have

αf̃ (S, T ) = f∗α
j(S, T ) + αf (j∗S, j∗T ) = 〈S, T 〉 (f∗δ + η) ,
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for any S, T ∈ Γ(Eη) where δ is the mean curvature vector field of the distribution Eη.

Therefore, f̃ is umbilical. Since the image of the leaf σk is an extrinsic sphere, we must

have f̃∇⊥T (f∗δ + η) = 0. Now, because η is a principal normal vector field

f̃ ∗∇̃T (f∗δ + η) = f ∗∇̃j∗Tf∗δ + f ∗∇̃j∗Tη = f∗∇j∗T δ − f∗Aηj∗T +f ∇⊥j∗Tη,

so from f̃∇⊥T (f∗δ + η) = 0 we conclude f∇⊥j∗Tη = 0.

We now prove item (iii). The Codazzi equation for Aζ and S, T ∈ Γ(Eη) gives us

0 =
〈
∇SAζT, S

〉
−
〈
Aζ∇ST, S

〉
−
〈
A∇⊥S ζT, S

〉
−
〈
∇TAζS, S

〉
+
〈
Aζ∇TS, S

〉
+
〈
A∇⊥T ζS, S

〉
= S(λ) 〈T, S〉+ λ 〈∇ST, S〉 − λ 〈∇ST, S〉 − T (λ) 〈S, S〉 − λ 〈∇TS, S〉

+ λ 〈∇TS, S〉

= S(λ) 〈T, S〉 − T (λ) 〈S, S〉 .

Taking a pair of orthogonal unit vectors S, T ∈ Γ(Eη) we conclude that T (λ) = 0. The

Codazzi equation for S, T ∈ Γ(Eη) and Aξ gives us

0 =
〈
∇SAξT, S

〉
−
〈
Aξ∇ST, S

〉
−
〈
A∇⊥S ξT, S

〉
−
〈
∇TAξS, S

〉
+
〈
Aξ∇TS, S

〉
+
〈
A∇⊥T ξS, S

〉
= −

〈
∇⊥S ξ, η

〉
〈T, S〉+

〈
∇⊥T ξ, η

〉
〈S, S〉 .

Again, for a pair of orthogonal unit vectors S, T ∈ Γ(Eη) we get
〈
∇⊥T ξ, ζ

〉
= 0 for any

ξ ∈ Γ(NfM) orthogonal to ζ. Hence, we get ∇⊥T ζ = 0, so

∇⊥T η = T (λ)ζ + λ∇⊥T ζ = 0.

Lasty, lets prove item (iv). Since η is a Dupin principal, we have T 〈η, η〉 = 2
〈
∇⊥T η, η

〉
=

0, for any T ∈ Γ(Eη). From differentiating the function h : Mn → Rm, we get

h∗T = f∗T −
1

||η||2
f∗AηT

= 0,

for any T ∈ Γ(Eη). Therefore, the function h is constant along Eη.

Just as an advance of what will come in the future, we will mention that the last item
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of the Proposition 1.1 show us that if h : Mn → Rm is an isometric immersion with a

Dupin Principal vector field η, then each leaf σk of the spherical distribution Eη “lies” on

an hypersphere of center h(p) and radius 1/||η(p)|| where p ∈ σk. Precise definitions will

be given in the Hyperspheres Representation section.

1.2 The Euclidean Model in the Light-Cone

As mentioned before, we will characterize the Euclidean space as a hypersurface of the

light-cone in the Lorentz space. Let Lm+2 be the (m+ 2)-dimensional Lorentz space with

metric signature (m+ 1, 1) and denote the light-cone associated to it by

Vm+1 = {p ∈ Lm+2 : 〈p, p〉 = 0 and p 6= 0}.

Given w ∈ Vm+1, define a hypersurface Emw by

Emw = Vm+1 ∩
{
p ∈ Lm+2 : 〈p, w〉 = 1

}
.

Therefore, Emw is the intersection of the light cone and a plane having w as a normal.

Fix v0 ∈ Emw , since by definition we have 〈v0, w〉 = 1, v0 and w are linearly independent

light-like vectors. Hence, they generate a Lorentzian plane.

Let Ψ = Ψv0,w,C : Rm → Vm+1 ⊂ Lm+2 be defined by

Ψ(x) = v0 + Cx− ||x||
2

2
w, (1.10)

where C : Rm → {v0, w}⊥ is any linear isometry. We affirm that Ψ is an isometric

embedding with Ψ(Rm) = Emw . First, observe that

Ψ∗X = CX − 〈X, x〉w. (1.11)

Since C(Rm) = {v0, w}⊥ and w is a light-like vector, immediately we conclude that Ψ is

an isometric immersion. From,

〈Ψ(x),Ψ(x)〉 =

〈
v0 + Cx− ||x||

2

2
w, v0 + Cx− ||x||

2

2
w

〉
= −||x||

2

2
+ 〈Cx,Cx〉 − ||x||

2

2

= 0
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and

〈Ψ(x), w〉 =

〈
v0 + Cx− ||x||

2

2
w,w

〉
= 〈v0, w〉

= 1

we have that Ψ(Rm) ⊂ Emw . For the other inclusion, let v ∈ Emw , then v is a light-like

vector and 〈v, w〉 = 1. Define z ∈ Lm+2 by z = v − v0 + kw, where k = −〈v, v0〉. The

choice of that k was not randomly done, in fact, it was chosen to make z ∈ {v0, w}⊥.

Therefore, let x ∈ Rm such that Cx = z. We have

〈Cx,Cx〉 = 〈v − v0 + kw, v − v0 + kw〉

= −〈v, v0〉+ k − 〈v0, v〉 − k + k − k

= −2 〈v, v0〉 ,

so ||x||2 = 2k and then

Cx = v − v0 +
||x||2

2
w.

Hence, v = Ψ(x).

To finish our introduction to the Euclidean model in the light-cone section, let us see

what properties the isometric immersion Ψ has.

Proposition 1.2 (Proposition 9.1 in [8]). Let f : Mn → Vm+1 ⊂ Lm+2 be an isometric

immersion of a Riemannian manifold. Then the position vector field f is a light-like

parallel normal vector field satisfying

〈
αf (X, Y ), f

〉
= −〈X, Y 〉

for all X, Y ∈ X(M).

Proof. Since f is a map into the light-cone, we have that the position vector field f is

light-like. Differentiating 〈f, f〉 = 0 we obtain that f ∈ Γ(NfM). Differentiating once

more 〈f∗X, f〉 = 0, we obtain

〈
αf (X, Y ), f

〉
= −〈X, Y 〉

and so

f∗X = f ∗∇̃Xf = −f∗AfX +∇⊥Xf = f∗X +∇⊥Xf,
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which shows that f is parallel.

Therefore, applying the above proposition, we get that Ψ is a light-like, parallel, normal

vector field such that AΨ = −I. From 〈Ψ(x), w〉 = 1, differentiating once we obtain that

w ∈ Γ(NΨRm). Differentiating twice, we get
〈
αΨ(X, Y ), w

〉
= 0. Therefore, the second

fundamental form of Ψ is given by

αΨ(X, Y ) = −〈X, Y 〉w. (1.12)

1.3 Hyperspheres Representation

In this section we will see that hyperspheres in Rm are in one-to-one correspondence with

vectors in the de Sitter space Qm+1
1,1 .

Let S ⊂ Rm be an hypersphere with unit normal vector field N and mean curvature

h (or hyperplane if h = 0) and j : S→ Rm the inclusion map. Define S : S→ Lm+2 by

S(x) = Ψ∗(j(x))N(x) + h(Ψ ◦ j)(x). (1.13)

Then, for X ∈ X(S), using equation (1.12) and considering the orthogonality of j∗X and

N , differentiating the above equation we obtain

S∗X = (Ψ ◦ j)∗∇̃XS

= (Ψ ◦ j)∗∇̃XΨ∗N + hΨ∗j∗X

= Ψ∗∇̃j∗XΨ∗N + hΨ∗j∗X

= Ψ∗∇̄j∗XN + αΨ(j∗X,N) + hΨ∗j∗X

= −hΨ∗j∗X + hΨ∗j∗X = 0.

Hence, the map S is constant, that is, S(S) = {v}.
Now, observe that

〈S, S〉 = 〈Ψ∗N + h(Ψ ◦ j),Ψ∗N + h(Ψ ◦ j)〉 = 〈N,N〉 = 1

and

〈Ψ ◦ j, S〉 = 〈Ψ ◦ j,Ψ∗N + h(Ψ ◦ j)〉 = 0,

so v belongs to the de Sitter space and Ψ(S) ⊂ Emw ∩ {v}⊥. From the definition of S we

have that S is an hyperplane if and only if 〈v, w〉 = 0.
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A remark is in order: the map S takes into account the orientation N given to the

hypersphere. If we change the orientation to −N , the mean curvature h also changes sign.

Hence, S(S, N) = −S(S,−N). Generally we will assign the unit normal pointing inwards

to the sphere.

Let S be the non-degenerate hypersphere with x0 as center and radius r > 0. Then,

the unit normal vector pointing inwards at x ∈ S is given by

N(x) =
x0 − x
r

with mean curvature vector h = 1/r. From equations (1.10) and (1.11) we get

v = Ψ∗(j(x))N(x) + h(Ψ ◦ j)(x) (1.14)

= C

(
x0 − x
r

)
−
〈
x0 − x
r

, x

〉
w +

1

r

(
v0 + Cx− ||x||

2

2
w

)
=

1

r
Ψ(x0) +

||x0||2

2r
w − 〈x0, x〉

r
w +

||x||2

2r
w

=
1

r
Ψ(x0) +

r

2
w.

We obtain a formula relating v with the center and radius of the hypersphere. In the case

where the hypersphere is degenerate, that is, it is an hyperplane with unit normal vector

N , then

v = CN − 〈N, x〉w = CN − cw, (1.15)

where c = 〈N, x〉 is constant as the reader can see by differentiating along a vector on the

plane. Hence, we obtain a formula relating v, the unit normal vector N and the distance

towards the hyperplane at the origin defined by N .

We are now ready to prove that, given any v in the de Sitter space, there exist an

oriented hypersphere S such that S(S) = {v}. Since we have proved the other inclusion,

we will conclude

Ψ(S) = Emw ∩ {v}⊥.

We will do it by considering three cases.

Suppose first that 〈v, w〉 > 0, then define r−1 = 〈v, w〉 and

z = r
(
v − r

2
w
)
.

From the definition of r and because 〈v, v〉 = 1 , we have z ∈ Emw , so there exist x0 ∈ Rm

such that Ψ(x0) = z. Let the oriented hypersphere S be the one with center in x0 and
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radius r and unit normal vector pointing inwards. Then, from equation (1.14) we have

S(S) = v.

If 〈v, w〉 < 0, then work with −v. We will conclude that there exist an oriented

hypersphere S such that S(S) = −v. Then, just change the orientation to obtain v.

If 〈v, w〉 = 0, then we are in the case of an hyperplane. Define z = v + cw, where

c = −〈v, v0〉 was chosen in order to have z ∈ {v0, w}⊥. Since z is of unit length, there

exist N of unit length such that CN = z. Define

P = {x ∈ Rm : 〈N, x〉 = −〈v, v0〉}

and we have S(P) = CN − 〈N, x〉w = z + 〈v, v0〉w = v.

From the equations (1.14) and (1.15) we see that the correspondence assigning hyper-

spheres to vectors in the de Sitter space is one-onto-one.

1.4 Envelopes of Congruences of Hyperspheres

In this section we define what we understand by a congruence of hyperspheres and show

that the hypersurfaces we will be working along are the envelopes of two-parameter con-

gruences of hyperspheres.

Let h : Mn → Rm be a smooth function, where Mn is a Riemannian manifold and

r ∈ C∞(M) a positive function. Then, the assignment

x 7→ S (h(x), r(x))

where x ∈ Mn and S (h(x), r(x)) is the hypersphere centered at h(x) and radius r(x) is

called a congruence of hyperspheres . From the discussion at the start of the section, the

reader must has already guessed that we will use our model of hyperspheres in the de

Sitter space. Therefore, the congruence of hyperspheres S(h(x), r(x)) can be identified

with a map S : Mn → Qm+1
1,1 defined by

S(x) =
1

r(x)
Ψ(h(x)) +

r(x)

2
w

where from now and onwards let the de Sitter space be denoted by Qm+1
1,1 . The congruence

of hyperspheres S (h(x), r(x)) will be called a k-parameter congruence of hyperspheres if
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S has rank k everywhere. Because

S∗X = −X(r)

r2(x)
Ψ(h(x)) +

1

r(x)
Ψ∗h∗X +

X(r)

2
w,

we have kerS∗ = ker r∗ ∩ kerh∗. Similarly, we can define a k-parameter congruence of

hyperplanes. Since we will not use that definition, we leave the job for the avid reader.

An isometric immersion f : Mn → Rm is said to envelop a congruence of hyperspheres

determined by a focal function h : Mn → Rm and radius r ∈ C∞(M) if

f(x) ∈ S (h(x), r(x)) and f∗TxM ≤ Tf(x)S (h(x), r(x)) , (1.16)

or in equations,

||f(x)− h(x)||2 = r2(x) and 〈f∗X, f(x)− h(x)〉 = 0, (1.17)

for all x ∈ Mn and X ∈ TxM . Differentiating the first equation above and using the

second equation, we get

−〈h∗X, f(x)− h(x)〉 = rX(r),

so, kerh∗ ≤ ker r∗ and kerS∗ = kerh∗ if f envelops S.

The hypersurfaces f : Mn → Rn+1 that will be matter of study has a Dupin principal

of multiplicity n−2. With the following proposition, we can conclude that f is an envelope

of a two-parameter congruence of hyperspheres:

Proposition 1.3 (Proposition 9.4 in [8]). If a hypersurface f : Mn → Rn+1 envelops a k-

parameter congruence of (non-degenerate) hyperspheres S : Mn → Qn+2
1,1 , 1 ≤ k ≤ n− 1,

then f has a principal curvature λ such that kerS∗(x) ≤ Eλ(x) for all x ∈ Mn, with

kerS∗(x) = Eλ(x) for all x in an open dense subset of Mn, on which λ is constant along

Eλ.

Conversely, any hypersurface f : Mn → Rn+1 that carries a non-null Dupin principal

curvature of multiplicity n− k envelopes a k-parameter congruence of hyperspheres.

Proof. Let us start proving the converse which is the important case to us. Then, let λ be

the principal curvature of multiplicity n−k of the hypersurface f . Define h : Mn → Rm+1

by

h = f +
1

λ
N

and r = λ−1 ∈ C∞(M). Since h − f = λ−1N , it is straightforward that f envelops the

congruence of hyperspheres determined by the focal map h and radius r.
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We have to prove that this congruence of hyperspheres is in fact a k-parameter con-

gruence of hyperspheres. In order to do so, we will show that Eλ = kerh∗. By Proposition

1.1, we have Eλ ≤ kerh∗. If X ∈ kerh∗, then

0 = f∗X − λ−2X(λ)N − λ−1f∗AX.

Hence, AX = λX and X ∈ Eλ, thus proving that Eλ = kerh∗.

For the other way around, let h : Mn → Rn+1 be the focal map and r ∈ C∞(M) the

radius function of the congruence of hyperspheres enveloped by f . Then, the equations

in (1.17) are valid. Therefore,

N =
1

r
(h− f)

is a unit normal vector field of f . Differentiating the equation above for X ∈ kerS∗ =

kerh∗ ∩ ker r∗ we obtain,

−f∗AX = −X(r)

r2
(h− f) +

1

r
(h∗X − f∗X) = −1

r
f∗X.

We conclude that kerS∗ ≤ Eλ with λ = r−1. Now, suppose λ is constant along Eλ and

let X ∈ Eλ, then

h∗X = f∗X − λ−2X(λ)N − λ−1f∗AX = 0,

so X ∈ kerh∗ = kerS∗ which concludes the proof.

1.5 The Light-Cone Representative

We will be working with conformal immersions f : Mn → Rm. However, in practice, we

will replace those conformal immersions with isometric immersions F : Mn → Vm+1 ⊂
Lm+2. In this section we will see how this is done.

Let Mn be a Riemannian manifold and f : Mn → Rm a conformal immersion with

conformal factor ϕ ∈ C∞(M), that is, ϕ is a positive function such that

〈f∗X, f∗Y 〉 = ϕ2 〈X, Y 〉M ,

for any X, Y ∈ X(M). The map F : Mn → Vm+1 ⊂ Lm+2 defined by

F =
1

ϕ
(Ψ ◦ f)
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is called the isometric light-cone representative of f . It is an isometric immersion because

〈F∗X,F∗Y 〉 =
〈
X(ϕ−1)(Ψ ◦ f) + ϕ−1Ψ∗f∗X, Y (ϕ−1)(Ψ ◦ f) + ϕ−1Ψ∗f∗Y

〉
= ϕ−2 〈f∗X, f∗Y 〉

= 〈X, Y 〉 .

Therefore, from a conformal immersion f : Mn → Rm we get an isometric immersion

F : Mn → Vm+1 ⊂ Lm+2.

Transforming isometric immersions into the light-cone to conformal immersions into

Euclidean space also work, but some care is needed. First, fix an Euclidean model

Ψ = Ψv0,w,C : Rm → Vm+1 ⊂ Lm+2 such that Emw ⊂ Vm+1
+ and define the projection

Π : Vm+1 − Rw → Emw of the light-cone (with the exception of a line) onto Emw by

Π(u) =
u

〈u,w〉
.

Given an isometric immersion F : Mn → Vm+1−Rw we can define a map f : Mn → Rm+1

by the identity

Ψ ◦ f = Π ◦ F.

Then, using the properties for F given in proposition 1.2, we get

〈f∗X, f∗Y 〉 = 〈Ψ∗f∗X,Ψ∗f∗Y 〉

= 〈Π∗F∗X,Π∗F∗Y 〉

=

〈
− 〈F∗X,w〉
〈F (x), w〉2

F (x) +
1

〈F (x), w〉
F∗X,−

〈F∗Y,w〉
〈F (x), w〉2

F (x) +
1

〈F (x), w〉
F∗Y

〉
=

1

〈F (x), w〉2
〈X, Y 〉

so, f : Mn → Rm is a conformal immersion with conformal factor 〈F,w〉−1.

After all the previous discussion, we are now ready to state a result.

Proposition 1.4 (Proposition 9.9 in [8]). Let Mn be a Riemannian manifold. Then, the

following holds:

(i) Any conformal immersion f : Mn → Rm with conformal factor ϕ ∈ C∞(M) gives

rise to an isometric immersion I(f) : Mn → Vm+1
+ given by

I(f) =
1

ϕ
Ψ ◦ f.



CHAPTER 1. PREREQUISITES 35

(ii) Any isometric immersion F : Mn → Vm+1
+ −Rw give rise to a conformal immersion

C(F ) : Mn → Rm with conformal factor 1/ 〈F,w〉 given by

Ψ ◦ C(F ) = Π ◦ F.

(iii) For any conformal immersion f : Mn → Rm and for any isometric immersion

F : Mn → Vm+1
+ − Rw one has

C(I(f)) = f and I(C(F )) = F.

Proof. The only thing left to prove is item (iii). For the first one, notice that

Π ◦ I(f) = Π

(
1

ϕ
Ψ ◦ f

)
= Ψ ◦ f,

so by item (ii) we get C(I(f)) = f . For the second identity, from item (i) and (ii) we get

I(C(F )) = 〈F,w〉Ψ ◦ C(F )

= 〈F,w〉Π ◦ F

= F,

which concludes the proof.

To finish this section, we will just enunciate a proposition from [8] that gives an equiv-

alent condition about when two conformal immersions f , g : Mn → Rm are conformally

congruent , that is, there exist conformal immersion τ : Rm → Rm such that f = τ ◦ g.

Proposition 1.5 (Proposition 9.18 in [8]). Let f , g : Mn → Rm be conformal immersions.

Then the immersions f and g are conformally congruent if and only if their isometric

light-cone representatives I(f), I(g) : Mn → Vm+1
+ ⊂ Lm+2 are isometrically congruent.

1.6 Conformal Gauss Parametrization

As mentioned before, we will work with hypersurfaces f : Mn → Rn+1, n ≥ 6, that have a

principal curvature λ of multiplicity n−2. From item (iii) of proposition 1.1, the principal

normal vector field η = λN will be a Dupin principal normal vector field, hence we can
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apply the converse of proposition 1.3 to conclude that the hypersurface f is the envelope

of a two-parameter congruence of hyperspheres S(h(x), r(x)), where we will call from now

h : Mn → Rn+1 the focal map and r ∈ C∞(M) the radius function of the hypersphere.

If the reader is acquainted with the Gauss parametrization, he knows that a hyper-

surface with constant relative nullity can be parametrized in terms of the Gauss map and

support function. Conversely, the Gauss map and support function are enough to recover

the hypersurface. We want to show a similar result, this time for hypersurfaces having a

Dupin principal curvature, and use it in later chapters in the context given before.

Let f : Mn → Rn+1 be an oriented hypersurface carrying a nowhere vanishing Dupin

principal curvature λ with constant multiplicity n− k. From proposition 1.3, the hyper-

surface f is the envelope of a k-parameter congruence of hyperspheres determined by the

focal map h : Mn → Rn+1 defined by

h(x) = f(x) +
1

λ(x)
N(x) (1.18)

and the radius function s ∈ C∞(M) given by s(x) = λ−1(x).

Let Lk = Mn/Eλ be the quotient space of leaves of the distribution Eλ and π : Mn →
Lk the corresponding projection. From item (iv) of proposition 1.1, and since λ is constant

along Eλ, we can define g : Lk → Rn+1 and r ∈ C∞(L) by

g ◦ π = h and r ◦ π = λ−1.

Therefore, from equation (1.18) for x̄ = π(x), we get

f(x) = g ◦ π(x)− (r ◦ π)(x)N(x) = g(x̄)− r(x̄)N(x). (1.19)

Also notice that g is an immersion, because if 0 = g∗X̄ = g∗π∗X = h∗X, then X ∈
kerh∗ ≤ ker s∗. So, differentiating equation (1.18), we get X ∈ Eλ and X̄ = 0. We will

give Lk the metric induced by g.

Differentiating equation (1.18) and taking inner product with the unit normal vector

field of f given from its orientation, we arrive to

0 = 〈f∗Y,N〉

=
〈
h∗Y − Y (λ−1)N + λ−1N∗Y,N

〉
= 〈g∗π∗Y,N〉 − π∗Y (r)

= 〈g∗π∗Y,N − g∗grad r〉 ,
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for all Y ∈ TxM . Thus, if we express NfM(x) = g∗TxM ⊕NgM(x), then the projection

of N(x) into g∗TxM is given by

NT (x) = g∗grad r(x̄). (1.20)

In particular, we have ||grad r|| < 1.

Define by N⊥(x) the projection of N(x) into NgM(x). From ||NT (x)|| = ||g∗grad r(x̄)||
we have

||N⊥(x)|| =
√

1− ||g∗grad r(x̄)||2.

Therefore, we can define a map Φ : Mn → N1
gL into the unit normal bundle of g by

Φ(x) = (x̄, u), where

u =
1√

1− ||g∗grad r(x̄)||2
N⊥(x).

If Φ(x) = Φ(z), then x and z belong to the same leaf. From this observation, the

definition of Φ and the equality in the second variable of Φ(x) = Φ(z), we get N⊥(x) =

N⊥(z). Since NT (x) = NT (z), we have N(x) = N(z) and so, using equation (1.19), we

conclude that f(x) = f(z). Since the restriction of f to any leaf is an extrinsic sphere

(proposition 1.1), we have x = z and hence, the map Φ is injective.

Now, we will prove that Φ is an immersion. Let X ∈ Eλ, then from the expression of

NT (x), we have NT (x)∗X = 0. Therefore,

Φ∗X = (0, N(x)∗X) = −λ(0, f∗X)

and Φ has at least rank n − k. Since π : Mn → Lk is a submersion, we conclude our

affirmation. Together with the fact that Φ is injective, we get that Φ is a diffeomorphism

onto an open set U of N1
gL.

Let θ : U →Mn be the inverse of Φ. Then

(x̄, u) = Φ ◦ θ(x̄, u)

=

θ(x̄, u),
1√

1− ||g∗grad r
(
θ(x̄, u)

)
||2
N⊥ (θ(x̄, u))


=

(
x̄,

1√
1− ||g∗grad r (x̄) ||2

N⊥ (θ(x̄, u))

)
.
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Then, from equations (1.19), (1.20) we have

f ◦ θ(x̄, u) = g(x̄)− r(x̄)g∗grad r(x̄)− r(x̄)
√

1− ||g∗grad r(x̄)||2u, (1.21)

for all (x̄, u) ∈ U . This map is called the Conformal Gauss Parametrization of f .

We have proved the converse part of the following theorem:

Theorem 1.6 (Theorem 9.6 in [8]). Let g : V k → Rn+1 be an isometric immersion and let

r ∈ C∞(V ) be a positive function such that ||grad r|| < 1. Then the map φ : N1
gV → Rn+1

defined by

φ(y, u) = g(y)− r(y)g∗grad r(y)− r(y)
√

1− ||grad r(y)||2u (1.22)

parametrizes, on the open subset of regular points, a hypersurface that carries a Dupin

principal curvature of multiplicity n− k.

Conversely, if f : Mn → Rn+1 is an orientable hypersurface with a Dupin principal

curvature of multiplicity n− k then there exist an isometric immersion g : V k → Rn+1, a

positive function r ∈ C∞(V ) with ||grad r|| < 1 and a diffeomorphism θ : U → Mn of an

open subset U ⊂ N1
gV such that f ◦ θ is given by (1.22).

Proof. Motivated by the demonstration of the converse of this theorem, define a vector

field N ∈ Γ(φ∗TRn+1) by

N(y, u) = g∗grad r(y) +
√

1− ||grad r||2u.

It is of unit length, because

〈N,N〉 = ||g∗grad r||2 + 1− ||grad r||2

= 1.

From the definition of the vector field N , we have

φ(y, u) = g(y)− r(y)N(y, u).

We want to show that N ∈ Nφ(N1
gV ). We will do it in two steps: Let X ∈ T(y,u)N

1
gV

vertical vector, that is π∗X = 0 where π : N1
gV → V , we get

φ∗X = −rN∗X. (1.23)

Hence, 〈φ∗X,N〉 = 0. On the other hand, any non-vertical vector can be written as ζ∗Y
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where ζ : V k → N1
gV is a section with ζ(y) = u. Therefore,

φ∗ζ∗Y = g∗Y − Y (r)N − rN∗ζ∗Y (1.24)

and from the definition of N we conclude

〈φ∗ζ∗Y,N〉 = 〈g∗Y,N〉 − Y (r) = 〈Y, grad r〉 − Y (r) = 0,

showing that N is a normal vector field.

From equation (1.23) we get

φ∗X = rφ∗A
φ
NX,

that is, all vertical vectors belong to Eλ, where λ = r−1. On the other hand, for any

Y ∈ X(V ) we have

rφ∗(A− λI)ζ∗Y = Y (r)N − g∗Y = Y (r)g∗grad r + Y (r)
√

1− ||grad r||2u− g∗Y.

If ζ∗Y ∈ Eλ, then the equation above must be zero. From the hypothesis that ||grad r|| < 1

we get Y (r) = 0, and so g∗Y = 0. Since g is an immersion, we have Y = 0 and that means

that ζ∗Y is a vertical vector. This shows that, on the open set where φ∗ is injective, φ is

a hypersurface that has a Dupin principal curvature of multiplicity n− k.

As said earlier the hypersurfaces we will work with are envelopes of a two-parameter

congruence of hyperspheres. With the information from the focal map and radius function

we can recover back the hypersurface via this theorem.





Chapter 2

Light-cone representatives of

conformal deformations

In this chapter we show how nongenuine conformal deformations f̃ : Mn → Rn+p of a

conformal immersion f : Mn → Rn+1 can be characterized in terms of their isometric light-

cone representatives F : Mn → Vn+2 ⊂ Ln+3 and F̃ : Mn → Vn+p+1 ⊂ Ln+p+2, and study

the structure of the second fundamental form of the isometric light-cone representative of

a genuine conformal deformation.

2.1 Characterizing nongenuine conformal deforma-

tions

Let f : Mn → Rn+1 and f̃ : Mn → Rn+p be conformal immersions. The following result of

[13] characterizes, in terms of their isometric light-cone representatives F : Mn → Vn+2 ⊂
Ln+3 and F̃ : Mn → Vn+p+1 ⊂ Ln+p+2, when f̃ is the composition f̃ = h ◦ f of f with a

conformal immersion h : V → Rn+p of an open subset V ⊃ f(Mn) of Rn+1.

Proposition 2.1 (Proposition 2 in [13]). Let f : Mn → Rn+1 and f̃ : Mn → Rn+p be

conformal immersions. Endow Mn with the metric induced by f . Consider F : Mn →
Vn+2 ⊂ Ln+3 and F̃ : Mn → Vn+p+1 ⊂ Ln+p+2 the light-cone representatives of f and f̃ ,

respectively. Given an open set U ⊂ Mn, there exists a conformal immersion h : V →
Rn+p of an open subset V ⊃ f(U) of Rn+1 such that f̃ |U = h ◦ f |U if and only if there

exists an isometric immersion H : W → Vn+p+1 of an open subset W ⊃ F (U) of Vn+2

such that F̃ |U = H ◦ F |U .

Proof. We will first prove the sufficiency part. If H : W → Vn+p+1 is an isometric

41
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immersion of an open subset W ⊃ F (U) of Vn+2 such that F̃ |U = H ◦ F |U , define

V = Ψ−1(W ) and consider H ◦ Ψ : V → Vn+p+1. Then h = C(H ◦ Ψ) : V → Rn+p is a

conformal immersion and

f̃ |U = C(F̃ |U) = C(H ◦ F |U) = C(H ◦Ψ) ◦ f |U = h ◦ f |U .

To prove the converse, let h : V → Rn+p be a conformal immersion of an open subset

V ⊃ f(U) of Rn+1 such that f̃ |U = h ◦ f |U . Let H : Ψ(V )→ Vn+p+1 ⊂ Ln+p+2 be defined

by

I(h) = H ◦Ψ.

Then

C(H ◦ F |U) = C(H ◦Ψ) ◦ f |U = h ◦ f |U = f̃ |U .

Therefore, from Proposition 1.4, we get F̃ |U = H ◦ F |U . Now, extend H to an isometric

immersion H : W ⊂ Vn+2 → Vn+p+1 by setting H(tΨ(x)) = tH(Ψ(x)) for any x ∈ V .

In order to apply Proposition 2.1, one must have sufficient conditions on a pair of

isometric immersions F : Mn → Vn+2 ⊂ Ln+3 and F̃ : Mn → Vn+p+1 ⊂ Ln+p+2 which

imply the existence of an isometric immersion H : W → Vn+p+1 of an open subset

W ⊃ F (Mn) of Vn+2 such that F̃ = H ◦F . This is the content of the following lemma in

the case of interest for us in this work, namely, the case p = 2.

Lemma 2.2. Let F : Mn → Vn+2 ⊂ Ln+3 and F̃ : Mn → Vn+3 ⊂ Ln+4 be isometric

immersions, and suppose that F is an embedding. Assume that there exist ξ ∈ Γ(NF̃M)

of unit length and a vector bundle isometry T : NFM → L = {ξ}⊥, which is parallel in

the induced connection on L and satisfies TF = F̃ , such that

(i)
〈
ξ, F̃

〉
= 0,

(ii) rankAF̃ξ = 1,

(iii) F̃∇⊥Zξ = 0 for all Z ∈ kerAF̃ξ ,

(iv) αF̃ = T ◦ αF +
〈
AF̃ξ ,

〉
ξ.

Then, there exists an isometric immersion H : W → Vn+3 of an open subset W ⊂ Vn+2

containing F (Mn) such that F̃ = H ◦ F .
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Proof. Let Y ∈ (kerAξ)
⊥ be an eigenvector of Aξ having β as the unique non-zero eigen-

value. Define the subspace

W = span

{(
F̃ ∗∇̃Xξ

)
F̃∗TM⊕L

: X ∈ X(M)

}
.

If X ∈ kerAξ, then from item (iii) we get

F̃ ∗∇̃Xξ = −F̃∗AξX +∇⊥Xξ = 0.

Taking into account that ∇⊥Zξ ∈ Γ(L) for any Z ∈ X(M), we arrive at the conclusion that

W is a one-dimensional subbundle of R(F̃∗Y ) ⊕ L and it is spanned by the vector field

−βF̃∗Y +∇⊥Y ξ.

Let Γ be the orthogonal complement of W in R(F̃∗Y ) ⊕ L, so it is a 3-rank vector

subbundle. From the expression of W we have Γ ∩ F̃∗TM = {0}. Notice that for any

section δ of Γ, we have F̃ ∗∇̃Xδ ∈ F̃∗TM ⊕ L, because

〈
F̃ ∗∇̃Xδ, ξ

〉
=
〈
δ, F̃ ∗∇̃Xξ

〉
= 0.

Since the position vector field F̃ is parallel in the normal connection and is everywhere

orthogonal to ξ by condition (i), it is a section of Γ.

Define

T : F∗TM ⊕NFM → F̃∗TM ⊕ L

by

T = F̃∗F
−1
∗ ⊕ T.

Observe that T is a vector bundle isometry, because F , F̃ are isometric immersions and

T is an isometry. Set Ω = T −1(Γ). Since Γ ∩ F̃∗TM = {0}, we see that Ω is transversal

to F∗TM . Also, from our assumption on T , we conclude that the position vector field F

is a section of Ω. Because F is an embedding, the map G : Ω→ Ln+3 defined by

G(β(x)) = F (x) + β(x)

parametrizes a tubular neighborhood of F (Mn) if restricted to a neighborhood U of the 0-

section of Ω. Give U the Lorentzian metric induced by G. For a vertical vector Z ∈ Tβ(x)Ω

we have

G∗(β(x))Z = Z,
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while for a non-vertical vector Z ∈ Tβ(x)Ω we get

G∗(β(x))Z = F∗π∗Z + F ∗∇̃π∗Z (F∗X + η)

= F∗
(
π∗Z +∇π∗ZX − AFη π∗Z

)
+ αF (π∗Z,X) +F ∇⊥π∗Zη,

for F∗X + η ∈ Γ(Ω).

We claim that the map G̃ : Ω→ Ln+4 defined by

G̃(β(x)) = F̃ (x) + T (β(x))

is an isometric immersion on U . This fact follows from

G̃∗(β(x))Z = TZ

for any vertical Z ∈ Tβ(x)Ω, while for a non-vertical Z ∈ Tβ(x)Ω, taking into account that

F̃ ∗∇̃Xδ ∈ F̃∗TM ⊕L for any δ ∈ Γ, that T is parallel in the induced connection of L and

condition (iv), we get

G̃∗(β(x))Z = F̃∗π∗Z + F̃ ∗∇̃π∗Z(F̃∗X + Tη)

= F̃∗

(
π∗Z +∇π∗ZX − AF̃Tηπ∗Z

)
+ αF̃L(π∗Z,X) + (F̃∇⊥π∗ZTη)L

= F̃∗F
−1
∗ F∗

(
π∗Z +∇π∗ZX − AFη π∗Z

)
+ T

(
αF (π∗Z,X) +F ∇⊥π∗Zη

)
.

Therefore, ||G̃∗(β(x))Z|| = ||G∗(β(x))Z||, and our claim follows.

Now define H : G(U) ⊂ Ln+3 → Ln+4 by

H = G̃|U ◦ (G|U)−1 .

The map H is an isometric immersion and F̃ = H ◦ F .

Define an open set in Vn+2 by W = G(U) ∩ Vn+2. Because F (Mn) ⊂ G(U) and

F : Mn → Vn+2 ⊂ Ln+3, it is clear that F (Mn) ⊂ W . The only thing left to prove is

that H(W ) ⊂ Vn+3. To see this, choose local sections δ1, δ2 of Γ such that {F̃ , δ1, δ2} is a

frame for Γ. Then {F, δ̄1, δ̄2}, where T (δ̄i) = δi, is a frame for Ω. From the definition of G

and because G(U) is a tubular neighborhood of F (Mn), we may write G : U × I3 → Ln+3

as

G(x, t, s1, s2) = (1 + t)F (x) + s1δ̄1 + s2δ̄2
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and G̃ : U × I3 → Ln+4 as

G̃(x, t, s1, s2) = (1 + t)F̃ (x) + s1δ1 + s2δ2,

where I is an interval containing zero. Since G̃ = H ◦G, we have

〈
δ1, δ2

〉
=
〈
G̃∗∂s1 , G̃∗∂s2

〉
=
〈
G∗∂s1 , G∗∂s2

〉
=
〈
δ̄1, δ̄2

〉
and 〈

F̃ , δi
〉

=
〈
G̃∗∂t, G̃∗∂si

〉
=
〈
G∗∂t, G∗∂si

〉
=
〈
F, δi

〉
.

Hence,
〈
H(G), H(G)

〉
=
〈
G̃, G̃

〉
=
〈
G,G

〉
, which implies that H(W ) ⊂ Vn+3 as we

wanted.

We will also need the following slightly more general version of Lemma 2.2.

Lemma 2.3. Let F̃ : Mn → Vn+3 ⊂ Ln+4 be an isometric immersion. Assume there

exist ξ ∈ Γ(NF̃M) of unit length such that

(i)
〈
ξ, F̃

〉
= 0,

(ii) rankAF̃ξ = 1,

(iii) F̃∇⊥Zξ = 0 for all Z ∈ kerAF̃ξ .

Suppose further that the vector subbundle L = {ξ}⊥, the connection on L induced by the

normal connection of F̃ , and the L-valued symmetric bilinear form αL = πL ◦ αF̃ , satisfy

the Gauss, Codazzi and Ricci equations for an isometric immersion of Mn into Ln+3.

Then, there exist an open set V ⊂ Mn and locally isometric immersions F : V ⊂ Mn →
Vn+2 ⊂ Ln+3 and H : W ⊂ Vn+2 → Vn+3 with F (V ) ⊂ W , such that F̃ = H ◦ F |V .

Proof. Let U ⊂ Mn be a simply connected open set. By the Fundamental Theorem of

Submanifolds, there exists an isometric immersion F : U → Ln+3 and a vector bundle

isometry φ : L→ NFU such that

αF = φ ◦ αL and F∇⊥φ = φ(F̃∇⊥)L. (2.1)

From the definition of the vector bundle L and item (i), we have that the position vector

field F̃ is a section of L. Taking that information into account, we get

F ∗∇̃Xφ(F̃ ) = −F∗Aφ(F̃ )X +F ∇⊥Xφ(F̃ ) = F∗X.
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Therefore, the section F − φ(F̃ ) is constant and equal to P0 ∈ Ln+3. Since φ is a vector

bundle isometry and F̃ is a light-like section, it follows that F −P0 ∈ Vn+2. Without loss

of generality we may assume that P0 = 0 and so φ(F̃ ) = F .

Define T : NFM → L by T ◦ φ = I. Since NFU and L have the same dimension

and T : NFU → L, φ : L → NFU are vector bundle isometries with T ◦ φ = I, we have

φ ◦ T = I. Then

φ(F̃∇⊥T )L =F ∇⊥(φ ◦ T ) =F ∇⊥

and TF = F̃ . Moreover, applying T to both sides of the last equation, we get

(F̃∇⊥T )L = T (F∇⊥),

which means that T is parallel in the induced connection. From equation (2.1) we get

αF̃ (X, Y ) = πL ◦ αF̃ (X, Y ) + 〈AξX, Y 〉 ξ = T ◦ αF (X, Y ) + 〈AξX, Y 〉 ξ.

We finish by applying the last lemma to F |V , where V ⊂ U is an open set where F |V is

an embedding.

Remark 2.4. An observation is in order when we apply this lemma later. Vector fields ξ ∈
Γ(NFM) and ζ ∈ Γ(L) will be called correspondent if φ(ζ) = ξ. From equation (2.1) we

have that their shape operators are the same, that is, AFξ = AF̃ζ and φ(F̃∇⊥ζ)L =F ∇⊥ξ.
Since φ is a vector bundle isometry, correspondent orthonormal (respectively, pseudo-

orthonormal) frames will be orthonormal (respectively, pseudo-orthonormal) frames.

2.2 Structure of the second fundamental form

Let f : Mn → Rn+1 be a hypersurface with a principal curvature λ of multiplicity n− 2.

Assume that f is neither a Sbrana-Cartan nor a Cartan hypersurface and admits a genuine

conformal deformation f̃ : Mn → Rn+2. Our aim in this section is to describe the structure

of the second fundamental form of the isometric light-cone representative F̃ = I(f̃) :

Mn → Vn+3 ⊂ Ln+4 of f̃ .

We will make use of the following equivalent forms of a basic result on flat bilinear

forms known as the Main Lemma.

Lemma 2.5 (Main Lemma in [8]). Let β : V n × V n → W p,q be a symmetric flat bilinear
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form such that S(β) = W p,q. If p ≤ 5 and p+ q < n, then

dimN (β) ≥ dimV − dimW = n− p− q.

Lemma 2.6 (Main Lemma bis in [8]). Let β : V n×V n → W p,q, 1 ≤ p ≤ 5 and p+q < n,

be a symmetric flat bilinear form. If dimN (β) ≤ n−p−q−1, then there is an orthogonal

descomposition

W p,q = W l,l
1 ⊕W

p−l,q−l
2 , 1 ≤ l ≤ p,

such that the Wj-components βj of β satisfy:

1. β1 is non-zero and null .

2. β2 is flat and dimN (β2) ≥ dimV − dimW2.

The remaining of this section is devoted to prove the following result.

Proposition 2.7. Let f : Mn → Rn+1, n ≥ 6, be an oriented hypersurface having a

principal curvature λ ∈ R of constant multiplicity n − 2 with respect to a unit normal

vector field N . Assume that f is neither a Cartan nor a Sbrana-Cartan hypersurface on

any open subset of Mn and that there exists a genuine conformal deformation f̃ : Mn →
Rn+2 of f . Then the following assertions hold for its isometric light-cone representative

F̃ = I(f̃) : Mn → Vn+3 ⊂ Ln+4:

(i) With possibly the exception of a set with empty interior or in the boundary points,

at each point y of a closed subset V ⊂ Mn, there exist a pseudo-orthonormal basis

ζ0,ζ1,ζ2,F̃ of NF̃M(y), with

〈
ζ2, ζ2

〉
= 0,

〈
ζ2, F̃

〉
= 1

such that the component of αF̃ with respect to L = span{ζ2, F̃} satisfies

αF̃L(X, Y ) = −〈X, Y 〉 ζ2 (2.2)

for all X,Y ∈ TyM , and kerA ∩ kerAζ0 ∩ kerAζ1 has dimension n − 2, where A is

the shape operator of f with respect to N .

(ii) For each x ∈ U = Mn−V there exist a space-like vector µ ∈ NF̃M(x) of unit length

and a flat bilinear form γ : TxM × TxM → span{µ}⊥ such that

αF̃ (X, Y ) = 〈AX, Y 〉µ+ γ(X, Y ) (2.3)
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for all X,Y ∈ TxM . Moreover, λ = −
〈
µ, F̃

〉−1
is a non-zero principal curvature of

f and ∆ = N (γ) is the (n− 2)-dimensional eigenspace Eλ of λ.

Proof. Differentiating F̃ = ϕ−1(Ψ ◦ f̃) we get

F̃∗X = X(ϕ−1)(Ψ ◦ f̃) + ϕ−1Ψ∗f̃∗X.

Thus, the normal bundle NF̃M of F̃ splits orthogonally as

NF̃M = Ψ∗Nf̃M ⊕ L2

where L2 is a Lorentzian plane bundle having the position vector field F̃ as a section.

Thus, there exist unique sections ξ and η of L2 such that

〈ξ, ξ〉 = −1, 〈ξ, η〉 = 0 and 〈η, η〉 = 1

and F̃ is a multiple of ξ + η.

At any x ∈Mn, endow W (x) = NfM(x)⊕NF̃M(x) with the indefinite metric of type

(2, 3) given by

〈〈 , 〉〉W (x) = 〈 , 〉NfM(x) − 〈 , 〉NF̃M(x) .

Define a symmetric bilinear form by

β = αf ⊕ αF̃ : TxM × TxM → W (x).

From 〈
αF̃ (X, Y ), F̃

〉
= −〈X, Y 〉

we deduce that N (αF̃ ) = {0}, and from N (β) ≤ N (αF̃ ) we conclude that β has a trivial

kernel. Moreover, using the Gauss equations for f and F̃ , we have

〈β(X, Y ), β(Z,W )〉 − 〈β(X,W ), β(Z, Y )〉

=
〈
αf (X, Y ), αf (Z,W )

〉
−
〈
αF̃ (X, Y ), αF̃ (Z,W )

〉
−
〈
αf (X,W ), αf (Z, Y )

〉
+
〈
αF̃ (X,W ), αF̃ (Z, Y )

〉
= 〈R(X,Z)W,Y 〉 − 〈R(X,Z)W,Y 〉

= 0.

Therefore β is flat symmetric bilinear form.
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From Lemma 2.6 for the case (p, q) = (2, 3), and since n ≥ 6, it follows that S(β) is

degenerate, that is, the isotropic vector subspace

Ω = S(β) ∩ S(β)⊥

is non-trivial. Since the metric 〈〈 , 〉〉 is positive definite on W1 = span{N, ξ} and negative

definite on W2 = span{Ψ∗N f̃
1 ,Ψ∗N

f̃
2 , η}, where N f̃

1 ,N f̃
2 is an orthonormal frame of Nf̃M ,

the orthogonal projections P1 : W → W1 and P2 : W → W2 map Ω isomorphically onto

P1(Ω) and P2(Ω), respectively.

From the fact that (Lemma 22 in [17])

dimS(β) + dimS(β)⊥ = 5,

it follows that dim Ω = 1 or dim Ω = 2. Our first step is to show that our assumption

that f̃ is a genuine conformal deformation of f implies that the second possibility can not

occur at any point of Mn.

Assume first that dim Ω = 2 and that β is null on some open subset U ⊂ Mn. Then

P1|Ω is an isomorphism onto W1 along U , due to dimensional reasons. Let ζ ∈ Ω be such

that P1(ζ) = ξ. Since

〈
ζ, ζ
〉

= 0 =
〈
β(X, Y ), ζ

〉
= −

〈
αF̃ (X, Y ), ζ

〉
,

then ζ is a light-like vector in S(αF̃ )⊥. Moreover, from

〈
αF̃ (X, Y ), F̃

〉
= −

〈
X, Y

〉
,

we conclude that F̃ and ζ2 =
〈
ζ, F̃

〉−1
ζ are linearly independent light-like vectors with〈

ζ2, F̃
〉

= 1.

Let ν ∈ Ω be such that P1(ν) = N . Then, ν = N + µ̃ where µ̃ ∈ NF̃U is a space-like

vector of unit length. Since

0 =
〈
β(X, Y ), N + µ̃

〉
=
〈
αf (X, Y ), N

〉
−
〈
αF̃ (X, Y ), µ̃

〉
,

we conclude that AN = AF̃µ̃ . Because ν, ζ ∈ Ω we have

0 = 〈ν, ζ〉 = 〈µ̃, ζ〉 = 〈µ̃, ζ2〉 .

Define µ = µ̃ −
〈
µ̃, F̃

〉
ζ2 and choose a space-like vector ζ1 ∈ {µ, ζ2, F̃}⊥ of unit length.
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Then {µ, ζ1, ζ2, F̃} is a pseudo-orthonormal frame with respect to which the second fun-

damental of F̃ is given by

αF̃ (X, Y ) = 〈ANX, Y 〉µ+ 〈Aζ1X, Y 〉 ζ1 − 〈X, Y 〉 ζ2.

Since β is a null bilinear symmetric form, then

〈β(X, Y ), β(X, Y )〉 = 0.

Using this fact and the expression of the second fundamental form of F̃ we conclude that

Aζ1 = 0, and therefore

αF̃ (X, Y ) = 〈ANX, Y 〉µ− 〈X, Y 〉 ζ2.

Because Aζ1 = 0, from the Codazzi equation of f and F̃ for AN = Aµ we get

〈
∇⊥Xµ, ζ2

〉
Y =

〈
∇⊥Y µ, ζ2

〉
X.

Hence,
〈
∇⊥Xµ, ζ2

〉
= 0.

From the Codazzi equation for Aζ1 = 0, we arrive to

〈
∇⊥Xζ1, µ

〉
ANY −

〈
∇⊥Xζ1, ζ2

〉
Y =

〈
∇⊥Y ζ1, µ

〉
ANX −

〈
∇⊥Y ζ1, ζ2

〉
X.

Picking an orthonormal frame of eigenvectors X1, · · · , Xn of A with eigenvalues λ1, · · · , λn
respectively, we conclude for i 6= j

λj
〈
∇⊥Xiζ1, µ

〉
=
〈
∇⊥Xiζ1, ζ2

〉
.

If
〈
∇⊥Xiζ1, ζ2

〉
6= 0 for some i = 1, · · · , n, then we would have a principal curvature of

multiplicity at least n− 1, a contradiction, so
〈
∇⊥Xiζ1, ζ2

〉
= 0 for all i = 1, · · · , n. Since

there are at least two non-zero principal curvatures, we also have
〈
∇⊥Xiζ1, µ

〉
= 0 for

i = 1, · · · , n.

From the information we deduced in the last two paragraphs, we conclude that µ,ζ1,ζ2

and F̃ are parallel normal sections. Let f̄ : U → Rn+2 be the composition of f |U with

a totally geodesic inclusion i : Rn+1 → Rn+2. Then the second fundamental form of its

isometric light-cone representative F̄ : U → Vn+3 ⊂ Ln+4 is given by

αF̄ (X, Y ) =
〈
AfNX, Y

〉
Ψ∗i∗N −

〈
X, Y

〉
w.



CHAPTER 2. LIGHT-CONE REPRESENTATIVES OF DEFORMATIONS 51

Let N̄ be a unit normal vector field to i along f |U . Then, the vector bundle isometry

τ : NF̄U → NF̃U given by

τΨ∗i∗N = µ, τΨ∗N̄ = ζ1, τ F̄ = F̃ and τw = ζ2

is parallel and satisfies ταF̄ = αF̃ |U . It follows from the Fundamental Theorem of Subman-

ifolds (Theorem 1.10 in [8]) that F̃ |U and F̄ are congruent, and hence f̃ |U is conformally

congruent to f̄ = i◦f |U by Proposition 9.18 in [8], which contradicts the assumption that

f̃ is a genuine conformal deformation of f .

Now assume that dim Ω = 2 and β is not null on some open subset U ⊂ Mn. As in

the previous case, there exists a pseudo-orthonormal frame {µ, ζ1, ζ2, F̃} with respect to

which the second fundamental form of F̃ is given by

αF̃ (X, Y ) = 〈AX, Y 〉µ+ 〈Aζ1X, Y 〉 ζ1 − 〈X, Y 〉 ζ2.

By Lemma 2.6, we have dim kerAζ1 ≥ n − 1. Since we are now assuming that β is not

null, we must have dim kerAζ1 = n− 1.

From the Codazzi equation for A = Aµ we get

A∇⊥XµY = A∇⊥Y µX.

Since F̃ is parallel, we obtain

〈
∇⊥Xµ, ζ1

〉
Aζ1Y −

〈
∇⊥Xµ, ζ2

〉
Y =

〈
∇⊥Y µ, ζ1

〉
Aζ1X −

〈
∇⊥Y µ, ζ2

〉
X.

For X, Y ∈ kerAζ1 we conclude that kerAζ1 ≤ kerω2, where ωi are the one-forms defined

by ωi(Y ) =
〈
∇⊥Y µ, ζi

〉
for i = 1, 2. With this new information, for X ∈ kerAζ1 and Y a

unit eigenvector of Aζ1 having the unique non-zero eigenvalue, we get

〈
∇⊥Xµ, ζ1

〉
Aζ1Y = −

〈
∇⊥Y µ, ζ2

〉
X.

Therefore, ω2 = 0 and kerAζ1 ≤ kerω1.

Let F : Mn → Vn+2 ⊂ Ln+3 be the isometric light-cone representative of f : Mn →
Rn+1, whose second fundamental form is given by

αF (X, Y ) = 〈AX, Y 〉Ψ∗N − 〈X, Y 〉w
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for all X, Y ∈ X(M). Define a vector bundle isometry T : NFM → L = {ζ1}⊥ by setting

T (F ) = F̃ , T (Ψ∗N) = µ and T (w) = ζ2.

Then the second fundamental forms of F and F̃ are related by

αF̃ = T ◦ αF + 〈Aζ1·, ·〉 ζ1.

Moreover, using that ω2 = 0 one can easily check that T is parallel with respect to

the induced connection on L. Since kerAζ1 ≤ kerω1, it follows from Lemma 2.2 that,

restricted to any open subset U ⊂ Mn where F is an embedding, F̃ |U is a composition

F̃ |U = H ◦ F |U of F |U with an isometric immersion H : W ⊂ Vn+2 → Vn+3 with

F (U) ⊂ W . By Proposition 2.1, there exists a conformal immersion h : V → Rn+p of an

open subset V ⊃ f(U) of Rn+1 such that f̃ = h ◦ f .

In summary, we have shown that the subspace Ω must be one-dimensional at any point

of Mn. The next step is to show that β can not be not null at any point of Mn.

Assume otherwise that β is null at x ∈ Mn, and suppose first that P1(Ω) = span{ξ}.
Then, S(β) = Ω projects onto span{ξ} under P1. Therefore A = 0, a contradiction with

the fact that f has a principal curvature with multiplicity n− 2.

Suppose now that P1(Ω) 6= span{ξ}. This is equivalent to requiring that the orthogonal

projection Π1 : W → NfM maps Ω isomorphically onto NfM , say, N = Π1(ν) for some

ν ∈ Ω. Set µ = Π2(ν), where Π2 : W → NF̃M is the orthogonal projection onto NF̃M .

Then A = AF̃µ for N + µ = ν ∈ Ω = S(β) ⊂ S(β)⊥, and hence

β(X, Y ) =
(
αf (X, Y ), αF̃ (X, Y )

)
=
(
〈AX, Y 〉N, 〈AX, Y 〉µ

)
.

Therefore,

−
〈
X, Y

〉
=
〈
αF̃ (X, Y ), F̃

〉
=
〈
AX, Y

〉〈
µ, F̃

〉
,

again a contradiction with the assumption on the multiplicity of one of the principal

curvatures of f .

We have thus proved so far that dim Ω = 1 and that β is not null at any point of Mn.

Let V ⊂ Mn be the closed subset where P1(Ω) = span{ξ}. We will show that item (i) in

the statement holds at any x ∈ V . Since P1(Ω) = span{ξ} at x, there exists a light-like

ζ ∈ Ω such that ζ ∈ S(αF̃ )⊥, and from

〈
αF̃ (X, Y ), F̃

〉
= −

〈
X, Y

〉
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it follows that F̃ /∈ Ω. Defining

ζ2 =
〈
ζ, F̃

〉−1
ζ

we have a pseudo-orthonormal frame {ζ2, F̃} for a Lorentzian plane L. The projection of

the second fundamental form onto L is given by

αF̃L(X, Y ) = −〈X, Y 〉 ζ2,

hence

αF̃ (X, Y ) = 〈Aζ0X, Y 〉 ζ0 + 〈Aζ1X, Y 〉 ζ1 − 〈X, Y 〉 ζ2,

where {ζ0, ζ1, ζ2, F̃} is a pseudo-orthonormal basis of NF̃M(x). Since dim Ω = 1, the

bilinear form

β̂ : TxM × TxM → span{N, ζ0, ζ1}

defined by

β̂ = αf ⊕
〈
αF̃ , ζ0

〉
ζ0 ⊕

〈
αF̃ , ζ1

〉
ζ1

is flat an non-degenerate, hence dimN (β̂) ≥ n− 3. From

N (β̂) = kerA ∩ kerAζ0 ∩ kerAζ1

it follows that the principal curvature of f with multiplicity n− 2 must be zero, and that

N (β̂) is contained in the corresponding eigenspace. It remains to prove that dimN (β̂) =

n − 2 at x. In other words, it suffices to show that the case dimN (β̂) = n − 3 cannot

occur on any open subset.

Let us assume, by contradiction, that dimN (β̂) = n−3 on some open subset U ⊂Mn.

Before advancing any further, since this part will require some work, let us start by

giving an idea of what we are planning to do. We will prove with the aid of Lemma 2.3

that f̃ |U = h ◦ g, where g : U → Rn+1 is a genuine isometric deformation of f |U and

h : V ⊂ Rn+1 → Rn+2 is a conformal immersion of an open subset V ⊃ g(U). But this

implies that f is a Sbrana-Cartan hypersurface, which is ruled out by our hypotheses.

Denote by ∆ the (n−3)-dimensional vector subspaceN (β̂). Since Eλ properly contains

∆, we can pick a non-trivial T ∈ Eλ ∩∆⊥. Hence,

{0} 6= β̂T (TxM) ≤ span{ζ0, ζ1}.

Suppose that we have β̂T (TxM) = span{ζ0, ζ1}. From the well known rank-nullity theorem

of linear algebra, there exists a non-trivial X ∈ ker β̂T ∩ ∆⊥. From the flatness of β̂ we
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conclude

0 =
〈
β̂(X,T ), β̂(W,Z)

〉
=
〈
β̂(X,W ), β̂(T, Z)

〉
,

for arbitrary W , Z ∈ X(U). Combined with the fact that dimN (β̂) = n− 3 we get

β̂X(TxM) = span{N}.

Again, from the rank-nullity theorem of linear algebra, pick linearly independent Y , Z ∈
ker β̂X ∩∆⊥. Using the flatness of β̂ and the assumption regarding the dimension of N (β̂)

we obtain

{0} 6= β̂Y (TxM), β̂Z(TxM) ≤ span{ζ0, ζ1}.

We conclude that dimEλ ≥ n − 1 since Y, Z and T ∈ Eλ, a contradiction. Therefore,

β̂T (TxM) must be a one-dimensional subspace.

Redefining the original pseudo-orthonormal frame {ζ0, ζ1, ζ, F̃} of NF̃M , we can sup-

pose that

β̂T (TxM) = span{ζ0}.

From the rank-nullity theorem, we can choose two linearly independent vectors X, Y ∈
ker β̂T ∩∆⊥. From the flatness of the symmetric bilinear form β̂ we get

{0} 6= β̂X(TxM), β̂Y (TxM) ≤ span{N, ζ1}.

Therefore, X, Y ∈ kerAζ0 and from the fact that N (β̂) ≤ kerAζ0 we conclude that

dim kerAζ0 = n − 1, or equivalently, rankAζ0 = 1. From this fact, dimEλ = n − 2 and

the non-degeneracy of β̂ we have

A 6= ±Aζ1 , (2.4)

which will be a key element in proving that f is Sbrana-Cartan.

Define the symmetric bilinear form

γ = β̂ −
〈
αF̃ , ζ0

〉
ζ0 = αf ⊕

〈
αF̃ , ζ1

〉
ζ1 : TxM × TxM → span{N, ζ1}.

We will show first that the bilinear form γ is non-degenerate, that is, that for all W ,Z ∈
X(M) such that γ(W,Z) 6= 0 we must find R, S ∈ X(M) satisfying

0 6= 〈γ(W,Z), γ(R, S)〉 .
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For all W ∈ X(M) and R ∈ N (β̂)⊕ R{T} we have

γ(R,W ) = 0

so we do not have to worry about this case. For R, S ∈ span{X, Y }, where X and

Y ∈ kerAζ0 are linearly independent, we have

γ(R, S) =
(
β̂ −

〈
αF̃ , ζ0

〉
ζ0

)
(R, S) = β̂(R, S).

Suppose that γ(R, S) = β̂(R, S) 6= 0. Because of the non-degeneracy of β̂, there exist Z,

W ∈ X(M) such that 〈
β̂(R, S), β̂(Z,W )

〉
6= 0.

Then,

〈(
β̂ −

〈
αF̃ , ζ0

〉
ζ0

)
(R, S),

(
β̂ −

〈
αF̃ , ζ0

〉
ζ0

)
(Z,W )

〉
=
〈
β̂(R, S), β̂(Z,W )

〉
6= 0

and, as consequence, we obtain the non-degeneracy of γ.

The bilinear form γ is also flat. If R ∈ N (β̂)⊕ RT and S, Z, W ∈ X(M), then

〈γ(R, S), γ(Z,W )〉 = 0 = 〈γ(R,W ), γ(Z, S)〉 .

So, suppose R, S, Z, W ∈ span{X, Y } where X and Y ∈ kerAζ0 are linearly independent.

Then, from the flatness of β̂ we have

〈γ(R, S), γ(Z,W )〉 − 〈γ(R,W ), γ(Z, S)〉

=
〈
β̂(R, S), β̂(Z,W )

〉
−
〈
β̂(R,W ), β̂(Z, S)

〉
= 0.

Using the Main Lemma 2.5 we have

dimN (γ) ≥ n− 2.

Since N (γ) = kerA ∩ kerAζ1 , we conclude that rankAζ1 ≤ 2. If rankAζ1 ≤ 1, then using

the same argument as the one used above, we conclude that αf is flat, which means,

again from the Main Lemma 2.5, that f has an (n − 1)-dimensional relative nullity,

a contradiction. Therefore, we must have rankAζ1 = 2. Observe that kerAζ1 is not

contained in kerAζ0 , because the existence of the vector T denies this fact.

Pick two linearly independent vectors X, Y ∈ kerAζ0 ∩ ∆⊥. If Aζ1X, Aζ1Y are
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linearly dependent, then a linear combination of X, Y would be in the kernel of Aζ1 . Since

dim kerAζ0 = n−1, dim kerAζ1 = n−2 and ∆ ≤ kerAζ0∩kerAζ1 we get kerAζ1 ≤ kerAζ0 .

This is a contradiction to the observation done in the last paragraph. Therefore, given

two linearly independent vectors X, Y ∈ kerAζ0 ∩ ∆⊥ we have that Aζ1X, Aζ1Y spans

the image of Aζ1 .

Suppose ImgAζ0 ≤ ImgAζ1 . Let X, Y be unit length orthogonal eigenvectors having

α and β as non-zero eigenvalues for the shape operator Aζ1 . Then, any vector Z ∈ ∆⊥

orthogonal to the plane spanned by X and Y would belong in the subspace kerAζ0 ∩
kerAζ1 ∩ ∆⊥, a contradiction because kerAζ1 is not contained in kerAζ0 . Therefore,

ImgAζ0 ∩ ImgAζ1 = {0}.

Now, let us use the Codazzi equations to gain information about the normal connec-

tion. From the Codazzi equation for Aζ2 = 0 we have

A∇⊥Z ζ2W = A∇⊥W ζ2Z

for all Z, W ∈ X(M), or equivalently, by expanding in terms of our pseudo-orthonormal

base {ζ0, ζ1, ζ2, F̃},〈
∇⊥Zζ2, ζ0

〉
Aζ0W +

〈
∇⊥Zζ2, ζ1

〉
Aζ1W =

〈
∇⊥W ζ2, ζ0

〉
Aζ0Z +

〈
∇⊥W ζ2, ζ1

〉
Aζ1Z. (2.5)

For Z ∈ ∆ and W ∈ kerAζ0 we have

〈
∇⊥Zζ2, ζ1

〉
= 0 for Z ∈ ∆.

For two linearly independent Z, W ∈ kerAζ0 ∩∆⊥,

〈
∇⊥Zζ2, ζ1

〉
Aζ1W =

〈
∇⊥W ζ2, ζ1

〉
Aζ1Z.

Since {Aζ1Z,Aζ1W} is a basis for ImgAζ1 , we get

〈
∇⊥Zζ2, ζ1

〉
= 0 for Z ∈ kerAζ0 .

Now, for Z ∈ kerAζ0 ∩∆⊥ and W ∈ X(M), we arrive to

〈
∇⊥Zζ2, ζ0

〉
Aζ0W =

〈
∇⊥W ζ2, ζ1

〉
Aζ1Z.
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Since ImgAζ0 ∩ ImgAζ1 = {0}, we conclude that

〈
∇⊥W ζ2, ζ1

〉
= 0 for W ∈ X(M). (2.6)

Applying the information found in the last equation to the original Codazzi equation

(2.5), we arrive to 〈
∇⊥Zζ2, ζ0

〉
Aζ0W =

〈
∇⊥W ζ2, ζ0

〉
Aζ0Z

for Z, W ∈ X(M). Therefore,

〈
∇⊥W ζ2, ζ0

〉
= 0 for W ∈ kerAζ0 . (2.7)

The reader might suspect that we are trying to prove all the hypothesis of lemma 2.3.

Now, let us work with the Codazzi equation for Aζ0 :

∇ZAζ0W − Aζ0∇ZW − A∇⊥Z ζ0W = ∇WAζ0Z − Aζ0∇WZ − A∇⊥W ζ0Z,

or equivalently,

∇ZAζ0W − Aζ0∇ZW −
〈
∇⊥Zζ0, ζ1

〉
Aζ1W +

〈
∇⊥Zζ0, ζ2

〉
W

= ∇WAζ0Z − Aζ0∇WZ −
〈
∇⊥W ζ0, ζ1

〉
Aζ1Z +

〈
∇⊥W ζ0, ζ2

〉
Z.

As we have done in the first Codazzi equation let Z ∈ ∆ and W ∈ kerAζ0 ∩ ∆⊥, using

equation (2.7) we get

−Aζ0∇ZW −
〈
∇⊥Zζ0, ζ1

〉
Aζ1W = −Aζ0∇WZ.

Since ImgAζ0 ∩ ImgAζ1 = {0}, we obtain that

〈
∇⊥Zζ0, ζ1

〉
= 0 for Z ∈ ∆.

Now, if Z, W ∈ kerAζ0 ∩∆⊥ are linearly independet, we have

−Aζ0∇ZW −
〈
∇⊥Zζ0, ζ1

〉
Aζ1W = −Aζ0∇WZ −

〈
∇⊥W ζ0, ζ1

〉
Aζ1Z.

Again, since ImgAζ0 ∩ ImgAζ1 = {0}, we arrive to

〈
∇⊥Zζ0, ζ1

〉
= 0 for Z ∈ kerAζ0 . (2.8)
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That is all the information we need regarding the normal connection.

We claim that that the vector subbundle L = span{ζ0}⊥, the connection on L induced

by the normal connection of F̃ , and the L-valued symmetric bilinear form αL = πL ◦ αF̃ ,

satisfy the Gauss, Codazzi and Ricci equations for an isometric immersion of Mn into

Ln+3.

First, let us prove the Gauss equation. Using that rankAζ0 = 1 and the isometric

immersion F̃ satisfies that equation, we get

〈R(X, Y )Z,W 〉 =
〈
αF̃ (X,W ), αF̃ (Y, Z)

〉
−
〈
αF̃ (X,Z), αF̃ (Y,W )

〉
=
〈
αF̃L(X,W ), αF̃L(Y, Z)

〉
−
〈
αF̃L(X,Z), αF̃L(Y,W )

〉
.

Therefore, the Gauss equation is trivially satisfied for bilinear symmetric form αL =

πL ◦ αF̃ .

Let us move on to the Codazzi equations. Since F̃ is parallel in the normal connection,

it is trivial that AF̃ satisfies the Codazzi equation for the connection (∇⊥)L, since AF̃
already satisfies the Codazzi equation for the connection ∇⊥. Now, for the Codazzi

equation for Aζi , for i = 1, 2 we have to show

∇XAζiY − Aζi∇XY − A(∇⊥Xζi)L
Y = ∇YAζiX − Aζi∇YX − A(∇⊥Y ζi)L

X.

Since we already have

∇XAζiY − Aζi∇XY − A∇⊥XζiY = ∇YAζiX − Aζi∇YX − A∇⊥Y ζiX,

the validity of the Codazzi equations for Aζi for i = 1, 2 in the connection (∇⊥)L is

equivalent to showing 〈
∇⊥Xζi, ζ0

〉
Aζ0Y =

〈
∇⊥Y ζi, ζ0

〉
Aζ0X.

From equations (2.7) and (2.8) and because rankAζ0 = 1 the last equation is true, hence

we have finished showing the validity of all the Codazzi equations.

Lastly, lets prove the Ricci equations. Since F̃ is parallel in the normal connection,

we must only prove the Ricci equation involving ζ1 and ζ2. From the Ricci equation for
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the isometric immersion F̃ we have

〈[Aζ1 , Aζ2 ]X, Y 〉 =
〈
R⊥(X, Y )ζ1, ζ2

〉
=
〈
∇⊥X∇⊥Y ζ1, ζ2

〉
−
〈
∇⊥Y∇⊥Xζ1, ζ2

〉
−
〈
∇⊥[X,Y ]ζ1, ζ2

〉
=
〈
∇⊥X
(〈
∇⊥Y ζ1, ζ0

〉
ζ0 +

〈
∇⊥Y ζ1, ζ2

〉
F̃
)
, ζ2

〉
−
〈
∇⊥Y
(〈
∇⊥Xζ1, ζ0

〉
ζ0 +

〈
∇⊥Xζ1, ζ2

〉
F̃
)
, ζ2

〉
−
〈
∇⊥[X,Y ]ζ1, ζ2

〉
=
〈
∇⊥Y ζ1, ζ0

〉 〈
∇⊥Xζ0, ζ2

〉
−
〈
∇⊥Xζ1, ζ0

〉 〈
∇⊥Y ζ0, ζ2

〉
−
〈
∇⊥[X,Y ]ζ1, ζ2

〉
.

From equations (2.7) and (2.8) and rankAζ0 = 1 we get

〈[Aζ1 , Aζ2 ]X, Y 〉 = −
〈
∇⊥[X,Y ]ζ1, ζ2

〉
,

which is precisely the Ricci equation for ζ1 and ζ2 for the connection (∇⊥)L.

It follows from Lemma 2.3 that there exist an open set V ⊂ Mn and isometric im-

mersions G : V ⊂ Mn → Vn+2 ⊂ Ln+3, H : W ⊂ Vn+2 → Vn+3 with G(V ) ⊂ W , such

that F̃ = H ◦G. From the remark 2.4, the correspondent normal vector field to F̃ is G.

The correspondent normal vector field to ζ2 is a light-like normal vector field that has

a vanishing shape operator. It is also parallel in the normal connection, because from

equation (2.6) we have (∇⊥Xζ2)L = 0. Hence, it is a constant light-like vector w ∈ Vn+2,

with 〈G,w〉 = 1. Therefore, we have G(Mn) ⊂ En+1
w and from Proposition 1.4, G = Ψ ◦ g

for some isometric immersion g : Mn → Rn+1.

It remains to prove that g is a genuine deformation of f and hence, f is a Sbrana-

Cartan hypersurface. If we denote by ξ correspondent vector fields to ζ1 then, again from

the Remark 2.4, {ξ, w,G} is a pseudo-orthonormal frame of NGM , where ξ is of unit

length, Aξ = Aζ1 , Aw = Aζ2 = 0, AG = AF̃ = −I. Hence,

αG(X, Y ) = 〈Aζ1X, Y 〉 ξ − 〈X, Y 〉w.

If f and g are isometrically congruent, then in particular they are conformally congruent.

From Proposition 1.5, F and G are isometrically congruent, that is there exist an isometry

T : Ln+3 → Ln+3 such that T ◦ F = G. Therefore, T ◦ αF = αG and because F = Ψ ◦ f ,

we have

αF (X, Y ) = 〈AX, Y 〉Ψ∗N − 〈X, Y 〉w.
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If we express 
TΨ∗N = a1ξ + a2w + a3G

Tw = b1ξ + b2w + b3G

TF = G

then because {Ψ∗N,w, F} and {ξ, w,G} are pseudo-orthonormal basis and T is an isom-

etry we must have a2 = 0, b2 = 1, a2
1 = 1, a1b1 + a3 = 0 and b2

1 + 2b3 = 0. From the

condition T ◦ αF = αG, we get a1A− b1I = Aζ1

a3A− b3I = 0.

Then, a1 = ±1, b1 = ∓a3, b2
1 + 2b3 = 0 and±A− b1I = Aζ1

∓b1A− b3I = 0.

From the last system of equations, by multiplying the first one by b3 and the last one

by −b1 we obtain ±(b3 + b2
1)A = b3Aζ1 . So, using b2

1 + 2b3 = 0, we get A = ±Aζ1 or

b3 = 0. If b3 = 0, then b1 = 0 and we also get A = ±Aζ1 , which is a contradiction from

equation (2.4). Therefore, g is a genuine isometric deformation and f is a Sbrana-Cartan

hypersurface.

Finally, we will show that the conditions in item (ii) hold at any point x of the open

subset U = Mn−V where P1(Ω) 6= span{ξ}. The latter condition is equivalent to requiring

that the orthogonal projection Π1 : W → NfM maps Ω isomorphically onto NfM , say

N = Π1(ν) for some ν ∈ Ω. Set µ = Π2(ν), where Π2 : W → NF̃M is the orthogonal

projection into NF̃M . Then, Af = AF̃µ where N + µ = ν ∈ Ω and

αF̃ (X, Y ) = 〈AX, Y 〉µ+ γ(X, Y )

for

γ : TxM × TxM → {µ}⊥

flat, non-degenerate bilinear form. Hence, from Lemma 2.6, we get N (γ) ≥ n− 3. Pick

T ∈ N (γ), then

−
〈
T, Y

〉
=
〈
αF̃ (T, Y ), F̃

〉
=
〈
AT, Y

〉〈
µ, F̃

〉
.
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Therefore,
〈
µ, F̃

〉
is non-zero and λ = −

〈
µ, F̃

〉−1
is a principal curvature of f . From

the hypothesis regarding the multiplicity of the principal curvatures of f and item (iii) of

Proposition 1.1, we conclude that λ is a Dupin principal curvature of multiplicity n − 2

and N (γ) ≤ Eλ. This fact and the assumption on the principal curvatures multiplicity

of f leave us with two possibilities: dimN (γ) = n− 3 or dimN (γ) = n− 2. If we show

that dimN (γ) = n− 2, then we will have completed the proof that item (ii) holds on U .

So assume, by contradiction, that dimN (γ) = n− 3 on some open subset, and denote

N (γ) by ∆. Since ∆ is contained properly in Eλ, there exist T ∈ Eλ ∩∆⊥. Then,

−
〈
T, Y

〉
=
〈
αF̃ (T, Y ), F̃

〉
= λ

〈
T, Y

〉〈
µ, F̃

〉
+
〈
γ(T, Y ), F̃

〉
and we conclude that 〈

γ(T, Y ), F̃
〉

= 0.

Therefore, γT (TxM) is orthogonal to F̃ . If we define ζ = λF̃ + µ, we have

〈ζ, ζ〉 = −1, 〈ζ, µ〉 = 0, 〈γ(T, Y ), ζ〉 = 0

and Aζ = A− λI. Consider an orthonormal frame {µ, ζ1, ζ2, ζ} of NF̃M .

We will prove that f̃ = h◦g where g : Mn → Rn+1 is a genuine conformal deformation

of f , that is, f is a Cartan Hypersurface, and h : Rn+1 → Rn+2 is a conformal immersion.

We will use Lemma 2.3 to conclude those facts. The steps we will follow are similar to

those where dimN (β̂) = n− 3.

From the facts above, since 〈γ(T, Y ), ζ〉 = 0 and T ∈ ∆⊥ we obtain

0 6= γT (TxM) ≤ span{ζ1, ζ2}.

Suppose that we have the equality. From the rank-nullity theorem of linear algebra, there

exist X ∈ ker γT ∩∆⊥. From the flatness of the bilinear form γ we get

0 = 〈γ(T,X), γ(Z,W )〉 = 〈γ(T,W ), γ(X,Z)〉

for Z, W ∈ X(M). It follows that

γX(TxM) ≤ span{ζ}.
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In fact, we have the equality, because if γX(TxM) = {0}, then

−
〈
X, Y

〉
=
〈
αF̃ (X, Y ), F̃

〉
=
〈
AX, Y

〉〈
µ, F̃

〉
and X ∈ Eλ, a contradiction since Eλ would be (n−1)-dimensional. Now, from the rank-

nullity theorem consider Y , Z ∈ ker γX ∩∆⊥ linearly independent. From the flatness of

γ we obtain

γY (TxM), γZ(TxM) ≤ span{ζ1, ζ2},

that is 〈
γ(Y,W ), F̃

〉
= 0 =

〈
γ(Z,W ), F̃

〉
for W ∈ X(M).

Arguing as before, this means that Y , Z ∈ Eλ, a contradiction regarding the dimension

of this subspace. We deduce that the subspace γT (TxM) ≤ span{ζ1, ζ2} must be one-

dimensional. By suitably redefining the orthonormal frame {µ, ζ1, ζ2, ζ}, we can assume

that γT (TxM) = span{ζ1}.

From the rank-nullity theorem we can pick X, Y ∈ ker γT ∩∆⊥ linearly independent.

From the flatness of γ we have

γX(TxM), γY (TxM) ≤ span{ζ2, ζ},

that is X, Y ∈ kerAζ1 . Notice that N (γ) ≤ kerAζ1 and Aζ1T 6= 0, therefore dim kerAζ1 =

n− 1, or equivalently, rankAζ1 = 1. Since rankAζ1 = 1 and rankAζ = rank (A−λI) = 2,

we cannot have

Aζ2 6= ±Aζ , (2.9)

otherwise γ would be degenerate.

Define the symmetric bilinear form

β = γ − 〈γ, ζ1〉 ζ1 = 〈γ, ζ2〉 ζ2 − 〈γ, ζ〉 ζ : TxM × TxM → span{ζ1, ζ}.

We will show that this bilinear form is non-degenerate and flat. From the fact that

γT (TxM) = span{ζ1} we have

β(R,W ) = 0 for R ∈ ∆⊕ RT.

So, suppose β(Z,W ) 6= 0 for Z, W ∈ span{X, Y } where X, Y ∈ kerAζ1 ∩∆⊥ are linearly

independent. Then, β(Z,W ) = γ(Z,W ), so from the non-degeneracy of γ there exist R,
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S ∈ X(M) such that

〈β(Z,W ), β(R, S)〉 = 〈γ(Z,W ), β(R, S)〉 = 〈γ(Z,W ), γ(R, S)〉 6= 0.

We conclude that β is non-degenerate.

For flatness, we have to prove

〈β(Z,W ), β(R, S)〉 − 〈β(Z, S), β(R,W )〉 .

IfR ∈ ∆⊕RT , then βT (TxM) = {0}, so the above equation is trivially satisfied. Therefore,

we can suppose R, S, Z, W ∈ span{X, Y } where X, Y ∈ kerAζ1 ∩ ∆⊥ are linearly

independent. Then, from the flatness of γ

〈β(Z,W ), β(R, S)〉 − 〈β(Z, S), β(R,W )〉

= 〈γ(Z,W ), γ(R, S)〉 − 〈γ(Z, S), γ(R,W )〉 = 0

and we have the flatness of β.

Using the Main Lemma 2.5 we conclude that dimN (β) ≥ n − 2 and since N (β) ≤
kerAζ2 , we get rankAζ2 ≤ 2. If rankAζ2 ≤ 1, using the same argument, we conclude that

β−〈γ, ζ2〉 ζ2 = −〈γ, ζ〉 ζ is flat. Also, it is non-degenerate, because the metric is negative

definite, thus from the Main Lemma 2.5 dimN (Aζ) ≥ n− 1. This is impossible, because

Aζ = A− λI has rank two. Therefore, rankAζ2 = 2. Also N (β) = kerAζ2 ∩ kerAζ . Since

dim kerAζ2 = dim kerAζ = n − 2 we have that kerAζ2 = kerAζ . Observe that kerAζ2 is

not contained in kerAζ1 because the vector field T denies this fact.

Pick two linearly independent vectors X, Y ∈ kerAζ1∩∆⊥. If Aζ2X, Aζ2Y are linearly

dependent, then a linear combination of X, Y belongs to the kerAζ2 . This would mean

that kerAζ2 ≤ kerAζ1 , a contradiction from what we have said in the last paragraph.

Therefore, given two linearly independent vectors X, Y ∈ kerAζ1 ∩∆⊥, then Aζ2X, Aζ2Y

are linearly independent.

Suppose ImgAζ1 ≤ ImgAζ2 . Let X, Y ∈ ∆⊥ orthogonal unit eigenvectors of Aζ2

having α and β as non-zero eigenvalues, respectively. Let Z ∈ ∆⊥ orthogonal to X and

Y . Then, Z ∈ kerAζ1 ∩ kerAζ2 , which is a contradiction. So, we must conclude that

ImgAζ1 ∩ ImgAζ2 = {0}.

Now let us use the Codazzi equations to gain information about the normal covariant
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connection. From the Codazzi equation Aµ = A we have

A∇⊥XµY = A∇⊥Y µX,

or taking into consideration that ∇⊥Xζ = X(λ)F̃ +∇⊥Xµ, we get

〈
∇⊥Xµ, ζ1

〉
Aζ1Y +

〈
∇⊥Xµ, ζ2

〉
Aζ2Y − λ−1X(λ)AζY

=
〈
∇⊥Y µ, ζ1

〉
Aζ1X +

〈
∇⊥Y µ, ζ2

〉
Aζ2X − λ−1Y (λ)AζX.

For Y = R ∈ ∆ and X ∈ kerAζ1 , taking into account that ∆ ≤ Eλ and λ is a Dupin

principal curvature, we obtain

0 =
〈
∇⊥Rµ, ζ2

〉
Aζ2X.

For a suitable choice of X we conclude

〈
∇⊥Rµ, ζ2

〉
= 0 for R ∈ ∆. (2.10)

For Y = R ∈ ∆, X ∈ X(M) and using equation (2.10) we have

0 =
〈
∇⊥Rµ, ζ1

〉
Aζ1X,

so 〈
∇⊥Rµ, ζ1

〉
= 0, for R ∈ ∆. (2.11)

The Codazzi equation for Aζ1 gives

∇XAζ1Y − Aζ1∇XY − A∇⊥Xζ1Y = ∇YAζ1X − Aζ1∇YX − A∇⊥Y ζ1X.

Because
〈
∇⊥Xζ1, µ

〉
=
〈
∇⊥Xζ1, ζ

〉
and Aζ = A − λI, working a bit more on the Codazzi

equation Aζ1 , we get

∇XAζ1Y − Aζ1∇XY − λ
〈
∇⊥Xζ1, µ

〉
Y −

〈
∇⊥Xζ1, ζ2

〉
Aζ2Y

= ∇YAζ1X − Aζ1∇YX − λ
〈
∇⊥Y ζ1, µ

〉
X −

〈
∇⊥Y ζ1, ζ2

〉
Aζ2X.

For Y = R ∈ ∆ and X ∈ kerAζ1 and using equation (2.11) we get

−Aζ1∇XR− λ
〈
∇⊥Xζ1, µ

〉
R = −Aζ1∇RX −

〈
∇⊥Rζ1, ζ2

〉
Aζ2X,
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so we conclude 〈
∇⊥Xζ1, µ

〉
= 0 for X ∈ kerAζ1 (2.12)

and 〈
∇⊥Rζ1, ζ2

〉
= 0 for R ∈ ∆. (2.13)

Now for X, Y ∈ kerAζ1 and using equation (2.12), we have

−Aζ1∇XY −
〈
∇⊥Xζ1, ζ2

〉
Aζ2Y = −Aζ1∇YX −

〈
∇⊥Y ζ1, ζ2

〉
Aζ2X,

so 〈
∇⊥Xζ1, ζ2

〉
= 0 for X ∈ kerAζ1 . (2.14)

From equations (2.12), (2.14) and
〈
∇⊥Xζ1, µ

〉
=
〈
∇⊥Xζ1, ζ

〉
we conclude that ζ1 is parallel

along kerAζ1 .

Define the rank-3 subbundle L by L = {ζ1}⊥. We already have conditions (i)-(iii) of

Lemma 2.3 satisfied. The only remaining thing to prove is that (αL, (∇⊥)L) satisfies the

Gauss, Codazzi and Ricci equations.

First, let us prove the Gauss equation. Since

αF̃ (X, Y ) = 〈AX, Y 〉µ+ 〈Aζ1X, Y 〉 ζ1 + 〈Aζ2X, Y 〉 ζ2 − 〈AζX, Y 〉 ζ

satisfies the Gauss equation and rankAζ1 = 1, then the symmetric, bilinear section

αL(X, Y ) = 〈AX, Y 〉µ+ 〈Aζ2X, Y 〉 ζ2 − 〈AζX, Y 〉 ζ

also satisfies the Gauss equation.

Let us move on to the Codazzi equations. First, let us prove the Codazzi equation for

Aµ = A. We must show that

A(∇⊥Xµ)L
Y = A(∇⊥Y µ)L

X,

or equivalently,

〈
∇⊥Xµ, ζ2

〉
Aζ2Y −

〈
∇⊥Xµ, ζ

〉
AζY =

〈
∇⊥Y µ, ζ2

〉
Aζ2X −

〈
∇⊥Y µ, ζ

〉
AζX.

Because,

A∇⊥XµY = A∇⊥Y µX,
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or expressed in term of the orthonormal frame {µ, ζ1, ζ2, ζ} of NF̃M ,

〈
∇⊥Xµ, ζ1

〉
Aζ1Y +

〈
∇⊥Xµ, ζ2

〉
Aζ2Y −

〈
∇⊥Xµ, ζ

〉
AζY

=
〈
∇⊥Y µ, ζ1

〉
Aζ1X +

〈
∇⊥Y µ, ζ2

〉
Aζ2X −

〈
∇⊥Y µ, ζ

〉
AζX

we must only prove 〈
∇⊥Xµ, ζ1

〉
Aζ1Y =

〈
∇⊥Y µ, ζ1

〉
Aζ1X.

Because dim kerAζ1 = n− 1 and ζ1 is parallel along kerAζ1 , the above equation is valid.

The other Codazzi equations are proved in a similar way. For the sake of clarity, we

will prove them. For the Codazzi equation of Aζ2 we have to show

∇XAζ2Y − Aζ2∇XY − A(∇⊥Xζ2)L
Y = ∇YAζ2X − Aζ2∇YX − A(∇⊥Y ζ2)L

X.

Since we know that αF̃ satisfies the Codazzi equations, we have

∇XAζ2Y − Aζ2∇XY − A∇⊥Xζ2Y = ∇YAζ2X − Aζ2∇YX − A∇⊥Y ζ2X.

So, as before, it is enough to demonstrate

〈∇Xζ2, ζ1〉Aζ1Y = 〈∇Y ζ2, ζ1〉Aζ1X.

Again, since ζ1 is parallel along kerAζ1 and dim kerAζ1 = n − 1, the above equation is

valid.

To show that Aζ satisfies the Codazzi equation we must prove

∇XAζY − Aζ∇XY − A(∇⊥Xζ)L
Y = ∇YAζX − Aζ∇YX − A(∇⊥Y ζ)L

X.

By the same arguments, we only have to show

〈
∇⊥Xζ, ζ1

〉
Aζ1Y =

〈
∇⊥Y ζ, ζ1

〉
Aζ1X.

The same argument as in the last two cases shows the legitimacy of the above equation

This concludes the verification of the Codazzi equations.

Let us move on to the Ricci equations. Let us start with the one involving µ and ζ2.
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Notice that

〈
R⊥(X, Y )µ, ζ2

〉
=
〈
∇⊥X∇⊥Y µ, ζ2

〉
−
〈
∇⊥Y∇⊥Xµ, ζ2

〉
−
〈
∇⊥[X,Y ]µ, ζ2

〉
=
〈
∇⊥X

(〈
∇⊥Y µ, ζ1

〉
ζ1 +

〈
∇⊥Y µ, ζ2

〉
ζ2 −

〈
∇⊥Y µ, ζ

〉
ζ
)
, ζ2

〉
−
〈
∇⊥Y

(〈
∇⊥Xµ, ζ1

〉
ζ1 +

〈
∇⊥Xµ, ζ2

〉
ζ2 −

〈
∇⊥Xµ, ζ

〉
ζ
)
, ζ2

〉
−
〈
∇⊥[X,Y ]µ, ζ2

〉
=
〈
∇⊥Xζ1, ζ2

〉 〈
∇⊥Y µ, ζ1

〉
+X

〈
∇⊥Y µ, ζ2

〉
−
〈
∇⊥Xζ, ζ2

〉 〈
∇⊥Y µ, ζ

〉
−
〈
∇⊥Xµ, ζ1

〉 〈
∇⊥Y ζ1, ζ2

〉
− Y

〈
∇⊥Xµ, ζ2

〉
−
〈
∇⊥Xµ, ζ

〉 〈
∇⊥Y ζ, ζ2

〉
−
〈
∇⊥[X,Y ]µ, ζ2

〉
.

and

〈RL(X, Y )µ, ζ2〉 =
〈
(∇⊥X)L(∇⊥Y )Lµ, ζ2

〉
−
〈
(∇⊥Y )L(∇⊥X)Lµ, ζ2

〉
−
〈
(∇⊥[X,Y ])Lµ, ζ2

〉
=
〈
(∇⊥X)L

(〈
∇⊥Y µ, ζ2

〉
ζ2 −

〈
∇⊥Y µ, ζ

〉
ζ
)
, ζ2

〉
−
〈
(∇⊥Y )L

(〈
∇⊥Xµ, ζ2

〉
ζ2 −

〈
∇⊥Xµ, ζ

〉
ζ
)
, ζ2

〉
−
〈
∇⊥[X,Y ]µ, ζ2

〉
= X

〈
∇⊥Y µ, ζ2

〉
−
〈
∇⊥Xζ, ζ2

〉 〈
∇⊥Y µ, ζ

〉
− Y

〈
∇⊥Xµ, ζ2

〉
−
〈
∇⊥Xµ, ζ

〉 〈
∇⊥Y ζ, ζ2

〉
−
〈
∇⊥[X,Y ]µ, ζ2

〉
.

Because
〈
R⊥(X, Y )µ, ζ2

〉
= 〈[Aµ, Aζ2 ]X, Y 〉, we must prove

〈
∇⊥Xζ1, ζ2

〉 〈
∇⊥Y µ, ζ1

〉
−
〈
∇⊥Xµ, ζ1

〉 〈
∇⊥Y ζ1, ζ2

〉
= 0,

which is true because dim kerAζ1 = n− 1 and ζ1 is parallel along kerAζ1 .

The second equation to be proved is the Ricci equation for µ and ζ. Notice that

〈
R⊥(X, Y )µ, ζ

〉
=
〈
∇⊥X∇⊥Y µ, ζ

〉
−
〈
∇⊥Y∇⊥Xµ, ζ

〉
−
〈
∇⊥[X,Y ]µ, ζ

〉
=
〈
∇⊥X

(〈
∇⊥Y µ, ζ1

〉
ζ1 +

〈
∇⊥Y µ, ζ2

〉
ζ2 −

〈
∇⊥Y µ, ζ

〉
ζ
)
, ζ
〉

−
〈
∇⊥Y

(〈
∇⊥Xµ, ζ1

〉
ζ1 +

〈
∇⊥Xµ, ζ2

〉
ζ2 −

〈
∇⊥Xµ, ζ

〉
ζ
)
, ζ
〉

−
〈
∇⊥[X,Y ]µ, ζ

〉
=
〈
∇⊥Xζ1, ζ

〉 〈
∇⊥Y µ, ζ1

〉
+
〈
∇⊥Xζ2, ζ

〉 〈
∇⊥Y µ, ζ2

〉
+X

〈
∇⊥Y µ, ζ

〉
−
〈
∇⊥Xµ, ζ1

〉 〈
∇⊥Y ζ1, ζ

〉
−
〈
∇⊥Xµ, ζ2

〉 〈
∇⊥Y ζ2, ζ

〉
− Y

〈
∇⊥Xµ, ζ

〉
−
〈
∇⊥[X,Y ]µ, ζ

〉
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and

〈RL(X, Y )µ, ζ〉 =
〈
(∇⊥X)L(∇⊥Y )Lµ, ζ

〉
−
〈
(∇⊥Y )L(∇⊥X)Lµ, ζ

〉
−
〈
(∇⊥[X,Y ])Lµ, ζ

〉
=
〈
(∇⊥X)L

(〈
∇⊥Y µ, ζ2

〉
ζ2 −

〈
∇⊥Y µ, ζ

〉
ζ
)
, ζ
〉

−
〈
(∇⊥Y )L

(〈
∇⊥Xµ, ζ2

〉
ζ2 −

〈
∇⊥Xµ, ζ

〉
ζ
)
, ζ
〉
−
〈
∇⊥[X,Y ]µ, ζ

〉
=
〈
∇⊥Xζ2, ζ

〉 〈
∇⊥Y µ, ζ2

〉
+X

〈
∇⊥Y µ, ζ

〉
−
〈
∇⊥Xµ, ζ2

〉 〈
∇⊥Y ζ2, ζ

〉
− Y

〈
∇⊥Xµ, ζ

〉
−
〈
∇⊥[X,Y ]µ, ζ

〉
.

As before, it is enough to prove

〈
∇⊥Xζ1, ζ

〉 〈
∇⊥Y µ, ζ1

〉
−
〈
∇⊥Xµ, ζ1

〉 〈
∇⊥Y ζ1, ζ

〉
= 0,

which again is valid because of the fact that dim kerAζ1 = n− 1 and ζ1 is parallel along

kerAζ1 .

The last Ricci equation to be proved is the one involving ζ2 and ζ. Observe that

〈
R⊥(X, Y )ζ2, ζ

〉
=
〈
∇⊥X∇⊥Y ζ2, ζ

〉
−
〈
∇⊥Y∇⊥Xζ2, ζ

〉
−
〈
∇⊥[X,Y ]ζ2, ζ

〉
=
〈
∇⊥X

(〈
∇⊥Y ζ2, µ

〉
µ+

〈
∇⊥Y ζ2, ζ1

〉
ζ1 −

〈
∇⊥Y ζ2, ζ

〉
ζ
)
, ζ
〉

−
〈
∇⊥Y

(〈
∇⊥Xζ2, µ

〉
µ+

〈
∇⊥Xζ2, ζ1

〉
ζ1 −

〈
∇⊥Xζ2, ζ

〉
ζ
)
, ζ
〉

−
〈
∇⊥[X,Y ]ζ2, ζ

〉
=
〈
∇⊥Xµ, ζ

〉 〈
∇⊥Y ζ2, µ

〉
+
〈
∇⊥Xζ1, ζ

〉 〈
∇⊥Y ζ2, ζ1

〉
+X

〈
∇⊥Y ζ2, ζ

〉
−
〈
∇⊥Xζ2, µ

〉 〈
∇⊥Y µ, ζ

〉
−
〈
∇⊥Xζ2, ζ1

〉 〈
∇⊥Y ζ1, ζ

〉
− Y

〈
∇⊥Xζ2, ζ

〉
−
〈
∇⊥[X,Y ]ζ2, ζ

〉
and

〈RL(X, Y )ζ2, ζ〉 =
〈
(∇⊥X)L(∇⊥Y )Lζ2, ζ

〉
−
〈
(∇⊥Y )L(∇⊥X)Lζ2, ζ

〉
−
〈
(∇⊥[X,Y ])Lζ2, ζ

〉
=
〈
(∇⊥X)L

(〈
∇⊥Y ζ2, µ

〉
µ−

〈
∇⊥Y ζ2, ζ

〉
ζ
)
, ζ
〉

−
〈
(∇⊥Y )L

(〈
∇⊥Xζ2, µ

〉
µ−

〈
∇⊥Xζ2, ζ

〉
ζ
)
, ζ
〉
−
〈
∇⊥[X,Y ]ζ2, ζ

〉
=
〈
∇⊥Xµ, ζ

〉 〈
∇⊥Y ζ2, µ

〉
+X

〈
∇⊥Y ζ2, ζ

〉
−
〈
∇⊥Xζ2, µ

〉 〈
∇⊥Y µ, ζ

〉
− Y

〈
∇⊥Xζ2, ζ

〉
−
〈
∇⊥[X,Y ]ζ2, ζ

〉
.

Because, 〈
R⊥(X, Y )ζ2, ζ

〉
= 〈[Aζ2 , Aζ ], X, Y 〉
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we must prove that

〈
∇⊥Xζ1, ζ

〉 〈
∇⊥Y ζ2, ζ1

〉
−
〈
∇⊥Xζ2, ζ1

〉 〈
∇⊥Y ζ1, ζ

〉
= 0.

Again by the same argument, the above equation is true since dim kerAζ1 = n− 1 and ζ1

is parallel along kerAζ1 .

It follows from Lemma 2.3 that there exist an open set U ⊂Mn and locally isometric

immersions G : U ⊂ Mn → Vn+2 ⊂ Ln+3 and H : W ⊂ Vn+2 → Vn+3 with G(U) ⊂ W ,

such that F̃ = H ◦ G|U . Writing g = C(G), we have G = I(g), and from Lemma 2.1

we conclude that there exists a conformal immersion h : V → Rn+2 of an open subset

V ⊂ Rn+1 containing g(U) such that f̃ = h ◦ g|U .

Now, we will prove that g is a genuine conformal deformation of f . Suppose, on the

contrary, that f and g are conformally congruent. Then, from Proposition 2.1, their

isometric light-cone representatives F and G are isometrically congruent, that is, there

exist an isometry T : Ln+3 → Ln+3 such that G = T ◦ F . Considering the Remark 2.4,

suppose that the frame correspondent to the orthonormal frame {µ, ζ2, ζ} is {ξ, η, θ}, in

that order. Therefore, we have

αG(X, Y ) = 〈AX, Y 〉 ξ + 〈Aζ2X, Y 〉 η − 〈AζX, Y 〉 θ.

Since the vector field correspondent to F̃ is G and ζ = λF̃ + µ, we get θ = λG + ξ.

Expressing TΨ∗N , Tw and TF in terms of the orthonormal frame {ξ, η, θ} of NGM
TΨ∗N = a1ξ + a2η + a3θ

Tw = b1ξ + b2η + b3θ

TF = − 1
λ
ξ + 1

λ
θ

and taking into account that {TΨ∗N, Tw, TF} is a pseudo-orthonormal frame, we obtain

a1 = −a3, −λ = b1 + b3, a2
1 + a2

2 − a2
3 = 1, a1b1 + a2b2 − a3b3 = 0 and b2

1 + b2
2 − b2

3 = 0.

Replacing a3 and b3 in those equations we get a2 = ±1, ±b2 = a1λ and b2
2 = λ2 + 2λb1.

Using those two equations we get b1 = λ(a2
1 − 1)/2, so we have all variables expressed in

terms of a1. Lets use now the condition αG = T ◦ αF where

αF (X, Y ) = 〈AX, Y 〉Ψ∗N − 〈X, Y 〉w.
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We obtain 
(a1 − 1)A = b1I

a2A− b2I = Aζ2

a3A− b3I = −Aζ .

The last equation is equivalent to the first one, so lets use the first two equations. Using

the expression of b1 in terms of a1 we get

(a1 − 1)A =
λ(a2

1 − 1)

2
I.

If a1 = 1, then in the second equation taking into account that a2 = ±1 and ±b2 = a1λ,

we get ±Aζ = Aζ2 . On the contrary, if a1 6= 1, we get

A =
λ(a1 + 1)

2
I

and

Aζ =
λ(a1 − 1)

2
I.

Replacing in the second equation a2 = ±1,b2 = ±a1λ and the expression of A in terms of

the identity we get

∓Aζ = ±λ(−a1 + 1)

2
I = Aζ2 .

So, in both cases Aζ2 = ±Aζ , a contradiction with equation (2.9) that proves that g must

be a genuine conformal deformation of f .

Some final comments to round up the chapter are in order. Regarding item (i) of

proposition 2.7, we are discarding sets of empty interior or points that are in the boundary

of the closed set V , however this does not pose any problem. During the demonstration of

this item we show that in those sets f has a (n− 2)-dimensional relative nullity. We can

just compose f with an inversion (conformal map) in order to have a non-null principal

curvature λ in those points and be in item (ii).

Second, if we fall into item (i), we will show that f̃ = h ◦ g, with g : Mn → Rn+2 and

isometric immersion and h : Rn+2 → Rn+2 a conformal map. Thus, we are in fact in the

isometric case treated in [12]. With the same notation of item (i) and writing the Codazzi

equation in the direction of ζi, for i, j = 0, 1, i 6= j, T ∈ ∆ = kerA∩ kerAζ0 ∩ kerAζ1 and

X ∈ ∆⊥, we have

∇TAζiX − Aζi∇TX −
〈
∇⊥T ζi, ζj

〉
AξjX +

〈
∇⊥T ζi, ζ2

〉
X = −Aζi∇XT +

〈
∇⊥Xζi, ζ2

〉
T
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Taking inner product with T and since ∆ is a totally geodesic distribution, we conclude

〈
∇⊥Xζi, ζ2

〉
= 0, for X ∈ ∆⊥, i = 1, 2.

The Codazzi equation for Aζ2 for T ∈ ∆ and X ∈ ∆⊥ gives us

0 =
〈
∇⊥T ζ2, ζ0

〉
Aζ0X +

〈
∇⊥T ζ2, ζ1

〉
Aζ1X.

We can then affirm that one of two cases happens: ρ̃ ∈ span{ζ0, ζ1} such that Aρ = 0 or

∇⊥Xζ2 = 0 for any X.

If we suppose that the first case is valid, then decompose ρ̃ = Ψ∗ρ + ρ1, with ρ ∈
Γ(Nf̃M) and ρ1 ∈ Γ(L2), according to the orthogonal decomposition of NF̃M as

NF̃M = Ψ∗Nf̃M ⊕ L2,

where L2 is a Lorentzian plane bundle having the position vector field F̃ as a section. Since

ρ̃ and F̃ are orthogonal, we have ρ1 =
〈
ρ1, ζ̃

〉
F̃ , where {ζ̃ , F̃} is a pseudo-orthonormal

frame of L2. Because the Ψ∗Nf̃M -component of αF̃ is ϕ−1Ψ∗α
f , from Aρ̃ = 0 we get

0 = ϕ−1
〈
AρX, Y

〉
−
〈
X, Y

〉〈
ζ̃ , ρ1

〉
,

for all X, Y ∈ X(M). In particular, since ρ̃ is not trivial, the normal vector field ρ can

not be trivial either. We conclude that Aρ = βI, with β = ϕ
〈
ζ̃ , ρ1

〉
.

If β vanishes, from the Codazzi equation for f̃ we get

〈
∇⊥Xρ, θ

〉
AθY =

〈
∇⊥Y ρ, θ

〉
AθX,

where {ρ, θ} is an orthonormal frame of Nf̃M . If the rank of Aθ is at least two, then〈
∇⊥Xρ, θ

〉
= 0 for any X ∈ TxM , and using Corollary 2.2 in [8] we can reduce the

codimension of f̃ , a contradiction because f is not a Cartan hypersurface. Otherwise, the

relative nullity distribution of f̃ is greater than n−2. This is also a contradiction, because

Mn would be conformally flat and as consequence f would have a principal curvature with

multiplicity at least n− 1 by Theorem 16.5 in [8].

If β 6= 0, then ρ cannot be parallel in the normal connection, otherwise f̃(M) would

be contained in an hypersphere and, as a consequence, f would be a Cartan Hypersurface

(just consider g = τ ◦ f̃ where τ is the stereographic projection of the sphere Sn+1 onto

Euclidean space Rn+1). On the other hand, if ρ is not parallel, then by Theorem 14 in [11]
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Mn would be conformally flat, a contradiction because the multiplicity of the principal

curvature λ of f is n− 2 (Theorem 16.5 in [8]).

In the second case, if ∇⊥Xζ2 = 0, then from Aζ2 = 0, we conclude that ζ2 is a constant

light-like normal vector field. Just consider the Euclidean model in the light-cone Ψ̂v̂0,ζ2,Ĉ

and let f̂ = Ĉ(F̃ ) : Mn → Rn+2 be the conformal map that is defined using that model.

Since
〈
F̃ , ζ2

〉
= 1, in fact this is an isometric immersion. Now,

f̃ = C(F̃ ) = C(Ψ̂ ◦ f̂) = C(T ◦Ψ) ◦ f̂ ,

so f̃ and f̂ are conformal.

Lastly, regarding the hypothesis that f : Mn → Rn+1 is not a Sbrana-Cartan nor

a Cartan hypersurface. Whenever we used those assumptions, in fact we proved that

the genuine conformal deformation f̃ : Mn → Rn+2 was a composition f̃ = h ◦ g, with

g : Mn → Rn+1 a genuine isometric or conformal deformation of f . Passing the definitions

given in the paper [16], we can define an honest conformal deformation of f to be a

genuine conformal deformation that is nowhere a composition. Using this new definition,

we can remove the hypothesis of f : Mn → Rn+1 not being a Sbrana-Cartan or a Cartan

hypersurface and ask f̃ : Mn → Rn+2 to be a honest conformal deformation of f .



Chapter 3

The triple (D1, D2, ψ)

In the classification of hypersurfaces f : Mn → Rn+1 that admit genuine isometric defor-

mations f̃ : Mn → Rn+2, accomplished in [12], the first step was to show that, excluding

some trivial cases, the existence of such a deformation is equivalent to f being a hyperbolic

or elliptic hypersurface and to the existence of a pair of tensors D1, D2 and a one-form ψ

on Mn satisfying certain equations. The aim of this chapter is to prove an analogous result

in the conformal realm. As we shall see, the proof becomes significantly more involved

due to the fact that working with isometric light-cone representatives requires adding two

extra dimensions on the normal bundles. However this difficulty will be overcome since

the second fundamental form in those directions behave nicely.

Before stating the main result of this chapter (Proposition 3.2 below), we need some

definitions.

Let f : Mn → Rn+1 be a hypersurface that carries a principal curvature of multiplicity

n− 2, let ∆ denote the corresponding eigenbundle and

C : Γ(∆)→ Γ(End(∆⊥))

be the splitting tensor, defined by

CTX = −∇h
XT,

with T ∈ Γ(∆), X ∈ Γ(∆⊥) and ∇h
XT = (∇XT )h, where h is the projection onto ∆⊥.

The hypersurface f is said to be hyperbolic (respectively, parabolic or elliptic) if there

exists J ∈ Γ(End(∆⊥)) satisfying the following conditions:

(i) J2 = I (respectively, J2 = 0, with J 6= 0, and J2 = −I).

73
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(ii) ∇h
TJ = 0 for all T ∈ Γ(∆).

(iii) CT ∈ span{I, J} for all T ∈ Γ(∆).

A hypersurface f : Mn → Rn+1, n ≥ 3, is said to be conformally ruled if it carries an

umbilical distribution L of rank n − 1 such that the restriction of f to each leaf of L is

also umbilical.

A hypersurface f : Mn → Rn+1 is conformally surface-like if f(M) is the image by a

Möbius transformation of Rn+1 of an open subset of one of the following:

1. a cylinder M2 × Rn−2 over a surface M2 ⊂ R3;

2. a cylinder CM2×Rn−3, where CM2 ⊂ R4 denotes the cone over a surface M2 ⊂ S3;

3. a rotation hypersurface over a surface M2 ⊂ R3
+.

We will need the following characterization of conformally surface-like hypersurfaces,

which is a consequence of a more general result of [8] (see Corollary 9.27).

Proposition 3.1 (Corollary 9.32 in [8]). A hypersurface f : Mn → Rn+1 is conformally

surface-like if and only if it has a principal curvature λ of multiplicity n−2 whose eigendis-

tribution ∆ = ker(A− λI) has the property that the distribution ∆⊥ is umbilical.

In the remaining of this chapter we prove the following result.

Proposition 3.2. Let f : Mn → Rn+1 be an oriented hypersurface with a nowhere van-

ishing principal curvature λ of constant multiplicity n−2. Assume that f is not a Cartan

hypersurface on any open subset of Mn. If f admits a genuine conformal deformation

f̃ : Mn → Rn+2, then, on each connected component of an open dense subset, it is either

hyperbolic or elliptic with respect to a tensor J ∈ Γ(End(∆⊥)), where ∆ = ker(A−λI), and

there exist a unique (up to signs and permutation) pair (D1, D2) of tensors in Γ(End(∆⊥))

contained in span{I, J} and a unique one-form ψ on Mn satisfying the following condi-

tions:

(i) ∆ ≤ kerψ,

(ii) detDi = 1
2
,

(iii) ∇h
TDi = 0 = [Di, CT ] for all T ∈ ∆,

(iv) (∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X

= (X ∧ Y )Dt
igradλ+ (−1)j(A− λI) (ψ(X)DjY − ψ(Y )DjX),
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(v) 〈(∇YDi)X − (∇XDi)Y, gradλ〉+ Hessλ(DiX, Y )− Hessλ(X,DiY )

+ (−1)jψ(X) 〈DjY, gradλ〉 − (−1)jψ(Y ) 〈DjX, gradλ〉
= λ (〈AX, (A− λI)DiY 〉 − 〈(A− λI)DiX,AY 〉),

(vi) dψ(Z, T ) = 0 for all Z ∈ X(M) and T ∈ ∆,

(vii) dψ(X, Y ) = 〈[(A− λI)D1, (A− λI)D2]X, Y 〉.

(viii) D2
2 6= ±D2

1.

(ix) rank (D2
1 +D2

2 − I) = 2.

Conversely, let f : Mn → Rn+1 be a simply connected hypersurface that is not con-

formally surface-like and carries a nowhere vanishing principal curvature of constant

multiplicity n − 2. If f is hyperbolic or elliptic with respect to J ∈ End(∆⊥), where

∆ = ker(A − λI), and there exist a triple (D1, D2, ψ), with Di ∈ span{I, J}, satisfy-

ing items (i)-(ix), then f admits a genuine conformal deformation f̃ : Mn → Rn+2.

Moreover, distinct triples (up to sign and permutation) yield non conformally congruent

conformal deformations.

Remark 3.3. From the observation given in the last page of the last chapter, we do not

require the principal curvature λ to be nowhere vanishing. However, we include it as part

of the proposition because item (i) of proposition 2.7 gives us useful information about

the behavior of the genuine deformation when λ is null. Also, as mentioned before, in

the direct statement, we can remove the hypothesis about the hypersurface f not being

Sbrana-Cartan or Cartan and add the hypothesis that f̃ is an honest deformation.

Proof. Let F̃ : Mn → Vn+3 ⊂ Ln+4 be the isometric light-cone representative of f̃ . Since

the principal curvature λ of f with multiplicity n−2 is nowhere vanishing, it follows from

Proposition 2.7 that for each x ∈Mn there exist a space-like µ ∈ NF̃M(x) of unit length

and a flat bilinear form γ : TxM × TxM → span{µ}⊥ such that

αF̃ (X, Y ) = 〈AX, Y 〉µ+ γ(X, Y )

for all X,Y ∈ TxM . Moreover, λ = −
〈
µ, F̃

〉−1
and ∆ = N (γ) is the (n− 2)-dimensional

eigenspace Eλ of λ.

Denote ζ = λF̃ + µ. Then it is straightforward to see that

〈ζ, ζ〉 = −1 and 〈ζ, µ〉 = 0.
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Also, notice that F̃ belongs to the Lorentzian plane spanned by ζ and µ, and

Aζ = λAF̃ + Aµ = A− λI.

Consider the Riemannian plane-bundle P = {ζ, µ}⊥. For each ξ ∈ P, define

Dξ = (A− λI)−1Aξ = A−1
ζ Aξ ∈ Γ(End(∆⊥))

and let

W = span{Dξ : ξ ∈ P}.

Lemma 3.4. The subspace W has dimension two on an open dense subset of Mn.

Proof. Since Dζ1 , Dζ2 spans the subspace W for any frame {ζ1, ζ2} of P, the dimension of

W is at most two. Suppose W is one-dimensional. Then, there exists Dη ∈ W that spans

W , hence

αF̃ (X, Y ) = 〈AX, Y 〉µ+ 〈Aζ1X, Y 〉 ζ1 + 〈Aζ2X, Y 〉 ζ2 − 〈AζX, Y 〉 ζ

= 〈AX, Y 〉µ+ 〈(A− λI)Dζ1X, Y 〉 ζ1 + 〈(A− λI)Dζ2X, Y 〉 ζ2 − 〈AζX, Y 〉 ζ

= 〈AX, Y 〉µ+ a(ζ1) 〈(A− λI)DηX, Y 〉 ζ1 + a(ζ2) 〈(A− λI)DηX, Y 〉 ζ2

− 〈AζX, Y 〉 ζ

= 〈AX, Y 〉µ+ 〈(A− λI)DηX, Y 〉 (a(ζ1)ζ1 + a(ζ2)ζ2)− 〈AζX, Y 〉 ζ

where {ζ1, ζ2} is an orthonormal frame of the plane-bundle P. Thus, there exists a non-

trivial ρ̃ ∈ Γ(P) such that Aρ̃ = 0. If W is trivial, then any non-trivial ρ̃ ∈ Γ(P) has this

property.

Decompose ρ̃ = Ψ∗ρ + ρ1, with ρ ∈ Γ(Nf̃M) and ρ1 ∈ Γ(L2), according to the

orthogonal decomposition of NF̃M as

NF̃M = Ψ∗Nf̃M ⊕ L2,

where L2 is a Lorentzian plane bundle having the position vector field F̃ as a section. Since

ρ̃ and F̃ are orthogonal, we have ρ1 =
〈
ρ1, ζ̃

〉
F̃ , where {ζ̃ , F̃} is a pseudo-orthonormal

frame of L2. Because the Ψ∗Nf̃M -component of αF̃ is ϕ−1Ψ∗α
f , from Aρ̃ = 0 we get

0 = ϕ−1
〈
AρX, Y

〉
−
〈
X, Y

〉〈
ζ̃ , ρ1

〉
,

for all X, Y ∈ X(M). In particular, since ρ̃ is not trivial, the normal vector field ρ can
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not be trivial either. We conclude that Aρ = βI, with β = ϕ
〈
ζ̃ , ρ1

〉
.

If β vanishes, from the Codazzi equation for f̃ we get

〈
∇⊥Xρ, θ

〉
AθY =

〈
∇⊥Y ρ, θ

〉
AθX,

where {ρ, θ} is an orthonormal frame of Nf̃M . If the rank of Aθ is at least two, then〈
∇⊥Xρ, θ

〉
= 0 for any X ∈ TxM , and using Corollary 2.2 in [8] we can reduce the

codimension of f̃ , a contradiction because f is not a Cartan hypersurface. Otherwise, the

relative nullity distribution of f̃ is greater than n−2. This is also a contradiction, because

Mn would be conformally flat and as consequence f would have a principal curvature with

multiplicity at least n− 1 by Theorem 16.5 in [8].

If β 6= 0, then ρ cannot be parallel in the normal connection, otherwise f̃(M) would

be contained in an hypersphere and, as a consequence, f would be a Cartan Hypersurface

(just consider g = τ ◦ f̃ where τ is the stereographic projection of the sphere Sn+1 onto

Euclidean space Rn+1). On the other hand, if ρ is not parallel, then by Theorem 14 in [11]

Mn would be conformally flat, a contradiction because the multiplicity of the principal

curvature λ of f is n− 2 (Theorem 16.5 in [8]).

In the next lemma, we derive some properties of the tensors Dξ that will be useful in

the sequel.

Lemma 3.5. The following holds:

(i) [Dξ, CT ] = 0 for all T ∈ Γ(∆).

(ii) ∇h
TDξ = 0 for all T ∈ Γ(∆) and ξ ∈ Γ(NF̃M) parallel along ∆.

Proof. First, let us get an expression for the projection onto ∆⊥ of the covariant derivatives

of the tensors A and Aξ, for ξ ∈ P:

(∇h
TA)X = (∇h

XA)T (3.1)

= ∇h
XAT − A∇h

XT

= ∇h
XλT + ACTX

= (A− λI)CTX

and

(∇h
TA)(X, ξ) = (∇h

XA)(T, ξ) (3.2)

= AξCTX,
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for all X ∈ Γ(∆⊥). In particular, (A− λI)CT and AξCT are symmetric, because

〈
(∇h

TA)X, Y
〉

= 〈∇TAX, Y 〉 − 〈A∇TX, Y 〉

= T 〈AX, Y 〉 − 〈AX,∇TY 〉 − T 〈X,AY 〉+ 〈X,∇TAY 〉

=
〈
X, (∇h

TA)Y
〉

and

〈
(∇h

TA)(X, ξ), Y
〉

= 〈∇TAξX, Y 〉 − 〈Aξ∇TX, Y 〉 −
〈
A∇⊥T ξX, Y

〉
= T 〈AξX, Y 〉 − 〈AξX,∇TY 〉 − T 〈X,AξY 〉+ 〈X,∇TAξY 〉

−
〈
X,A∇⊥T ξY

〉
=
〈
X, (∇h

TA)(Y, ξ)
〉
.

Therefore, using the symmetries that we just found and the definition of Dξ, we arrive

to the following expression

(A− λI)DξCT = AξCT

= Ct
TAξ

= Ct
T (A− λI)Dξ

= (A− λI)CTDξ

which proves the first item, because, from the multiplicity of λ, the endomorphism A−λI
is an isomorphism when restricted to ∆⊥.

For a section ξ ∈ NF̃M parallel along ∆, we have

(A− λI)DξCT = AξCT

= ∇h
TAξ

= ∇h
T (A− λI)Dξ

= ∇h
TADξ − λ∇h

TDξ

where in the second equality we have used the assumption that ξ is parallel along ∆, and

in the fourth equality we have used that λ is a Dupin principal curvature. From equation

(3.1), we also have

(A− λI)CTDξ = (∇h
TA)Dξ.
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Subtracting both identities we get

(A− λI)[Dξ, CT ] = A∇h
TDξ − λ∇h

TDξ

= (A− λI)∇h
TDξ,

which proves the second item for any section ξ ∈ Γ(NF̃M) parallel along the distribution

∆.

Lemma 3.6. There exists an endomorphism J on ∆⊥ such that J2 = εI, with ε ∈
{1, 0,−1}, and

span{I} < C(∆) ≤ span{I, J} = W.

Proof. Since the hypersurface is not conformally surface-like on any open subset of Mn,

otherwise f would be a Cartan hypersurface, by Corollary 3.1 the distribution ∆⊥ is not

umbilical, and hence C(∆) 6= span{I}.
Let

S = {A ∈ End(∆⊥) : AB = BA forB ∈ W}

be the commutator of the subspace W . By part (i) of Lemma 3.5, C(∆) ≤ S. From

Lemma 3.4, we know that dimW = 2. Using this information we claim that, if I /∈ W ,

then S = span{I}, a contradiction since C(∆) ≤ S and C(∆) 6= span{I}. We will prove

the claim by contradiction, so suppose that {A,B} is a basis of W and let T ∈ S with

T 6= rI. By the definition of the subspace S, the endomorphism T commutes with A and

B. Put A in Jordan canonical form, so we have three cases, depending on whether A

has two different real eigenvalues, one real eigenvalue of multiplicity two or two complex

conjugate eigenvalues:

A =

(
λ1 0

0 λ2

)
λ1 6= λ2, or A =

(
λ 1

0 λ,

)
or A =

(
r s

−s r,

)
s 6= 0.

If

T =

(
a b

c d

)
,

then from AT = TA for the first case, we get(
λ1a λ1b

λ2c λ2d

)
=

(
λ1 0

0 λ2

)(
a b

c d

)
=

(
a b

c d

)(
λ1 0

0 λ2

)
=

(
λ1a λ2b

λ1c λ2d

)
.
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Since λ1 6= λ2, we conclude that b = c = 0, so

T =

(
a 0

0 d

)
,

with a 6= d from the supposition that T 6= rI. If

B =

(
e f

g h

)
,

from TB = BT and using the same argument as before and since B cannot be a multiple

of the identity, we get that f = g = 0, so

B =

(
e 0

0 h

)
,

with e 6= h. Without losing generality, suppose λ1 6= 0, otherwise λ2 6= 0 and we can

rename variables. Let us find constants a and b such that(
1 0

0 1

)
= a

(
λ1 0

0 λ2

)
+ b

(
e 0

0 h

)
=

(
aλ1 + be 0

0 aλ2 + bh

)
,

so,

1− 1− be
λ1

λ2 = bh.

Therefore,
λ1 − λ2

λ1

= b

(
hλ1 − eλ2

λ1

)
.

If hλ1 − eλ2 = 0, then A and B would be linearly dependent. So, hλ1 − eλ2 6= 0 and we

can solve the equations for the unknowns a and b. This means that the identity belongs

to the subspace W , a contradiction.

Lets now move to the second case, that is, to the case where A has one real eigenvalue

of multiplicity two. From AT = TA, we get(
λa+ c λb+ d

λc λd

)
=

(
λ 1

0 λ

)(
a b

c d

)
=

(
a b

c d

)(
λ 1

0 λ

)
=

(
λa a+ λb

λc c+ λd

)
.

Therefore, c = 0 and a = d, so

T =

(
a b

0 a

)
,
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with b 6= 0. From TB = BT we have(
ae+ bg af + bh

ag ah

)
=

(
a b

0 a

)(
e f

g h

)
=

(
e f

g h

)(
a b

0 a

)
=

(
ae be+ af

ag bg + ah

)
.

We conclude that bg = 0 and bh = be. So, g = 0, h = e, f 6= 0 and

B =

(
e f

0 e

)
.

In fact, dividing by f we can assume that f = 1. Then, A − B = (λ − e)I 6= 0, a

contradiction.

For the third case, from AT = TA we have(
ra+ sc rb+ sd

−sa+ rc −sb+ rd

)
=

(
r s

−s r

)(
a b

c d

)
=

(
a b

c d

)(
r s

−s r

)
=

(
ra− sb sa+ rb

rc− sd sc+ rd

)
.

Therefore, c = −b, a = d, b 6= 0 and

T =

(
a b

−b a

)
.

With the same argument, we can conclude that

B =

(
e f

−f e

)
,

then fA− sB = (rf − se)I 6= 0, a contradiction. Since we have proved our claim for the

three cases, we have I ∈ W .

For the three cases of the Jordan decomposition of A,

A =

(
λ1 0

0 λ2

)
λ1 6= λ2, or A =

(
λ 1

0 λ,

)
or A =

(
r s

−s r,

)
s 6= 0,

we got that {I,A} is a basis for W . For those three cases, we will find J such that J2 = εI

and that {I,J} is a basis for W . In the first case, notice that

W =

{(
a 0

0 b

)
: a, b ∈ R

}
.
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For this case, J2 = εI, with J 6= ±I and J 6= 0 can only happen with ε = 1 and, up to

sign,

J =

(
1 0

0 −1

)
.

We can generate this matrix with the following linear combination of I and A:

2

λ1 − λ2

A− λ1 + λ2

λ1 − λ2

I =
2

λ1 − λ2

(
λ1 0

0 λ2

)
− λ1 + λ2

λ1 − λ2

(
1 0

0 1

)
=

(
1 0

0 −1

)
.

For the second case, we have that

W =

{(
a b

0 a

)
for a, b ∈ R

}
.

Since (
a b

0 a

)2

=

(
a2 2ab

0 a2

)
,

we can only have J2 = 0 with J 6= 0 when

J =

(
0 b

0 0

)
,

or J2 = I when J = ±I. The latter case would lead to a contradiction, because we are

looking for a basis of W . In the former case, we will choose b = 1. We can generate

J = A− λI.

For the last case, we have

W =

{(
a b

−b a

)
for a, b ∈ R

}
.

Since (
a b

−b a

)2

=

(
a2 − b2 2ab

−2ab a2 − b2

)
,

we can only have J2 = I with J = ±I or, up to sign, J2 = −I with

J =

(
0 1

−1 0

)
,
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which can be generated by J = b−1 (A− aI).

Let aI + bJ ∈ W , then for any cI + dJ ∈ W we have

(aI + bJ)(cI + dJ) = (cI + dJ)(aI + bJ)

so W ≤ S. Working through each case for W , we find that dimS = 2, so in fact we have

equality. We conclude that

C(∆) ≤ S = W = span{I,J}

which ends the demonstration of this lemma.

Lemma 3.7. For any orthonormal frame {ξ1, ξ2} of P we have

1 = detDξ1 + detDξ2 . (3.3)

Proof. Since γ is a flat bilinear form and

detAζ = detAξ1 + detAξ2 ,

the conclusion follows.

Now, consider any orthonormal frame {ξ1, ξ2} of P and define the one-forms

ψ̃(X) =
〈
∇⊥Xξ1, ξ2

〉
, ω̃1(X) =

〈
∇⊥Xξ1, µ

〉
and ω̃2(X) =

〈
∇⊥Xξ2, µ

〉
.

Since afterwards we will fix a convenient frame for P, we will reserve the symbols ω1,

ω2 and ψ for that specific orthonormal frame, and use ω̃1, ω̃2 and ψ̃ for an arbitrary

orthonormal frame.

From the definition of the section ζ = λF̃ + µ, we have

∇⊥X(ζ − µ) = X(λ)F̃ = λ−1X(λ)(ζ − µ).

So, we obtain

∇⊥Xξ1 =
〈
∇⊥Xξ1, µ

〉
µ+

〈
∇⊥Xξ1, ξ2

〉
ξ2 −

〈
∇⊥Xξ1, ζ

〉
ζ (3.4)

= ω̃1(X)(µ− ζ) + ψ̃(X)ξ2,
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∇⊥Xξ2 =
〈
∇⊥Xξ2, µ

〉
µ+

〈
∇⊥Xξ2, ξ1

〉
ξ1 −

〈
∇⊥Xξ2, ζ

〉
ζ (3.5)

= ω̃2(X)(µ− ζ)− ψ̃(X)ξ1,

∇⊥Xµ =
〈
∇⊥Xµ, ξ1

〉
ξ1 +

〈
∇⊥Xµ, ξ2

〉
ξ2 −

〈
∇⊥Xµ, ζ

〉
ζ (3.6)

= −ω̃1(X)ξ1 − ω̃2(X)ξ2 − λ−1X(λ)ζ

and

∇⊥Xζ =
〈
∇⊥Xζ, µ

〉
µ+

〈
∇⊥Xζ, ξ1

〉
ξ1 +

〈
∇⊥Xζ, ξ2

〉
ξ2 (3.7)

= −λ−1X(λ)µ− ω̃1(X)ξ1 − ω̃2(X)ξ2,

for all X, Y ∈ X(M).

Lets write down the Codazzi equation ofA = Aµ with respect to the frame {µ, ξ1, ξ2, ζ}.
Since A already satisfies the Codazzi equation and with the aid of the identity (3.6), we

get

0 = A∇⊥XµY − A∇⊥Y µX (3.8)

= −ω̃1(X)Aξ1Y − ω̃2(X)Aξ2Y − λ−1X(λ)AζY

+ ω̃1(Y )Aξ1X + ω̃2(Y )Aξ2X + λ−1Y (λ)AζX,

for arbitrary X, Y ∈ X(M). By performing λ(A − λI)−1 on both sides of the equation

and conveniently rearranging we obtain

(X ∧ Y )gradλ = Dξ1 (λω̃1(X)Y − λω̃1(Y )X) +Dξ2 (λω̃2(X)Y − λω̃2(Y )X) , (3.9)

for X, Y ∈ Γ(∆⊥).

Let us move on to the Codazzi equation for Aζ = A−λI. Using the Codazzi equation

for A and equation (3.7), we obtain

0 = (∇XAζ)Y − (∇YAζ)X − A∇⊥XζY + A∇⊥Y ζX (3.10)

= (∇X(A− λI))Y − (∇Y (A− λI))X − A∇⊥XζY + A∇⊥Y ζX

= −(∇XλI)Y + (∇Y λI)X − A∇⊥XζY + A∇⊥Y ζX

= −X(λ)Y + Y (λ)X + λ−1X(λ)AY + ω̃1(X)Aξ1Y + ω̃2(X)Aξ2Y − λ−1Y (λ)AX

− ω̃1(Y )Aξ1X − ω̃2(Y )Aξ2X,
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or equivalently,

(X ∧ Y )gradλ = λ−1Y (λ)AX + ω̃1(Y )Aξ1X + ω̃2(Y )Aξ2X (3.11)

− λ−1X(λ)AY − ω̃1(X)Aξ1Y − ω̃2(X)Aξ2Y

for arbitrary X, Y ∈ X(M).

Finally, using equations (3.4), (3.5) and that Aζ = A − λI, the Codazzi equation for

ξi, i = 1, 2, is

(∇XAξi)Y − (∇YAξi)X = A∇⊥XξiY − A∇⊥Y ξiX (3.12)

= ω̃i(X)AY − ω̃i(X)AζY + (−1)jψ̃(X)AξjY

− ω̃i(Y )AX + ω̃i(Y )AζX − (−1)jψ̃(Y )AξjX

= λ (ω̃i(X)Y − ω̃i(Y )X) + (−1)j
(
ψ̃(X)AξjY − ψ̃(Y )AξjX

)
for arbitrary X, Y ∈ X(M) and j = 1, 2 with j 6= i.

Let us use the newly gathered information to prove an important property about the

kernel of the tensors ω̃i.

Lemma 3.8. For the one-forms ω̃1(X) =
〈
∇⊥Xξ1, µ

〉
and ω̃2(X) =

〈
∇⊥Xξ2, µ

〉
, where

{ξ1, ξ2} is an arbitrary orthonormal frame for P, we have

∆ ≤ ker ω̃1 ∩ ker ω̃2. (3.13)

Proof. For arbitrary T ∈ ∆ and any X ∈ ∆⊥, from the Codazzi equation (3.8) we get

ω̃1(T )Aξ1X + ω̃2(T )Aξ2X = 0.

Performing (A− λI)−1 on both sides of the equation above, we get

ω̃1(T )Dξ1 + ω̃2(T )Dξ2 = 0.

Since the subspace W spanned by the endomorphisms Dξ, ξ ∈ P, has dimension two

by Lemma 3.4, and hence Dξ1 and Dξ2 is a basis for W for any frame {ξ1, ξ2} of P, we

conclude that ω̃i(T ) = 0.

It is now time to compute the Ricci equations for µ and ξ for the isometric immersion
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F̃ . Using equations (3.4), (3.5), (3.6) and (3.7) we get:

〈
R⊥(X, Y )µ, ξi

〉
=
〈
∇⊥X∇⊥Y µ, ξi

〉
−
〈
∇⊥Y∇⊥Xµ, ξi

〉
−
〈
∇⊥[X,Y ]µ, ξi

〉
=
〈
∇⊥X

(
−ω̃1(Y )ξ1 − ω̃2(Y )ξ2 − λ−1Y (λ)ζ

)
, ξi
〉

−
〈
∇⊥Y

(
−ω̃1(X)ξ1 − ω̃2(X)ξ2 − λ−1X(λ)ζ

)
, ξi
〉

−
〈
−ω̃1([X, Y ])ξ1 − ω̃2([X, Y ])ξ2 − λ−1[X, Y ](λ)ζ, ξi

〉
= −Xω̃i(Y )− ω̃j(Y )

〈
∇⊥Xξj, ξi

〉
− λ−1Y (λ)

〈
∇⊥Xζ, ξi

〉
+ Y ω̃i(X)

+ ω̃j(X)
〈
∇⊥Y ξj, ξi

〉
+ λ−1X(λ)

〈
∇⊥Y ζ, ξi

〉
+ ω̃i([X, Y ])

= −dω̃i(X, Y )− (−1)iω̃j(Y )ψ̃(X) + (−1)iω̃j(X)ψ̃(Y ) + λ−1Y (λ)ω̃i(X)

− λ−1X(λ)ω̃i(Y ).

Because 1 ≤ i 6= j ≤ 2, we can change −(−1)i by (−1)j we arrive to the following

conclusion:

〈[Aµ, Aξi ]X, Y 〉 = −dω̃i(X, Y ) + (−1)jω̃j(Y )ψ̃(X)− (−1)jω̃j(X)ψ̃(Y ) (3.14)

+ λ−1Y (λ)ω̃i(X)− λ−1X(λ)ω̃i(Y ),

for all X, Y ∈ X(M).

Since ζ = λF̃ + µ and F̃ is parallel in the normal connection, it follows that

〈
R⊥(X, Y )ζ, µ

〉
= 0.

On the other hand, [Aµ, Aζ ] = 0, because Aζ = A− λI and Aµ = A. Therefore the Ricci

equation for µ and ζ brings no new information.

The next equation to deduce is the one for ξ1 and ξ2. Using equations (3.4), (3.6) and

(3.7), we obtain

〈
R⊥(X, Y )ξ1, ξ2

〉
=
〈
∇⊥X∇⊥Y ξ1, ξ2

〉
−
〈
∇⊥Y∇⊥Xξ1, ξ2

〉
−
〈
∇⊥[X,Y ]ξ1, ξ2

〉
= ω̃1(Y )

〈
∇⊥X(µ− ζ), ξ2

〉
+Xψ̃(Y )

− ω̃1(X)
〈
∇⊥Y (µ− ζ), ξ2

〉
− Y ψ̃(X)− ψ̃([X, Y ])

= dψ̃(X, Y ),

so we conclude

〈[Aξ1 , Aξ2 ]X, Y 〉 = dψ̃(X, Y ), (3.15)

for X, Y ∈ X(M).
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The last equation is the one relating ξi and ζ. Using equations (3.4) and (3.5), we get

〈
R⊥(X, Y )ξi, ζ

〉
=
〈
∇⊥X∇⊥Y ξi, ζ

〉
−
〈
∇⊥Y∇⊥Xξi, ζ

〉
−
〈
∇⊥[X,Y ]ξi, ζ

〉
= Xω̃i(Y ) + ω̃i(Y )λ−1X(λ) + (−1)jψ̃(Y )

〈
∇⊥Xξj, ζ

〉
− Y ω̃i(X)− ω̃i(X)λ−1Y (λ)− (−1)jψ̃(X)

〈
∇⊥Y ξj, ζ

〉
− ω̃i([X, Y ])

= dω̃i(X, Y ) + ω̃i(Y )λ−1X(λ) + (−1)jψ̃(Y )ω̃j(X)

− ω̃i(X)λ−1Y (λ)− (−1)jψ̃(X)ω̃j(Y ),

for i 6= j. Therefore,

〈[Aξi , Aζ ]X, Y 〉 = dω̃i(X, Y ) + ω̃i(Y )λ−1X(λ) + (−1)jψ̃(Y )ω̃j(X) (3.16)

− ω̃i(X)λ−1Y (λ)− (−1)jψ̃(X)ω̃j(Y ),

for X, Y ∈ X(M).

We now pick a suitable orthonormal frame {ξ1, ξ2} of the Riemannian plane bundle P
that has a nice behavior with the normal connection: those sections will be parallel along

∆.

Lemma 3.9. There exists a unique (up to sign and permutation) orthonormal frame ξ1,ξ2

of P such that Di = Dξi, for i = 1, 2, satisfy

detD1 =
1

2
= detD2.

Moreover, D2
2 6= −D2

1 and ξi, for i = 1, 2, is parallel along ∆.

Proof. Since W is two-dimensional, we have D1 6= ±D2. We will show that D2
2 6= −D2

1

by contradiction, so suppose D2
2 = −D2

1. Since W = span{I, J}, let D1 = aI + bJ and

D2 = cI + dJ . From our hypothesis we get

(c2 + εd2)I + 2cdJ = −(a2 + εb2)I − 2abJ.

If ε = 1, we end up with a = b = c = d = 0, a contradiction because D1 and D2 would be

the trivial endomorphisms, which means that W is trivial. If ε = 0, then a = c = 0 and

W would be spanned by J , also a contradiction. So we are left with the case where J has

two complex conjugate eigenvalues.
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Denote by D̂i the complex linear extension of Di. Then,

D̂1 =

(
θ 0

0 θ̄

)
and D̂2 =

(
α 0

0 ᾱ

)
.

From D2
2 = −D2

1, we get α2 = −θ2, or by suitably changing sign of ξ2 if necessary, α = iθ.

By Lemma 3.7, the sum of their determinants is 1, then 1 = 2|θ|2, so we can suppose

√
2D̂1 =

(
θ 0

0 θ̄

)
and

√
2D̂2 =

(
iθ 0

0 −iθ̄

)

for θ ∈ S1. Writing θ = eiβ we have

√
2D1 =

(
cos β sin β

− sin β cos β

)
and

√
2D2 =

(
− sin β cos β

− cos β − sin β

)
.

Then,

cos β
√

2D1 − sin β
√

2D2 = I and sin β
√

2D1 + cos β
√

2D2 = J.

Hence, the orthonormal frame {ξ, η} of P defined by

ξ = cos βξ1 − sin βξ2 and η = sin βξ1 + cos βξ2

satisfies √
2Dξ = I and

√
2Dη = J,

or equivalently, √
2Aξ = (A− λI) and

√
2Aη = (A− λI)J.

From the above identities, we are hinted to see what we get from the Codazzi equation

for
√

2Aξ = Aζ . Using equation (3.4) with ξ1 = ξ and ξ2 = η and taking into account

that A is a Codazzi tensor, we obtain

0 = (∇X

√
2Aξ)Y − (∇Y

√
2Aξ)X −

√
2A∇⊥XξY +

√
2A∇⊥Y ξX

= (∇X(A− λI))Y − (∇Y (A− λI))X −
√

2A∇⊥XξY +
√

2A∇⊥Y ξX

= (∇XA)Y − (∇XλI)Y − (∇YA)X + (∇Y λI)X −
√

2A∇⊥XξY +
√

2A∇⊥Y ξX

= −X(λ)Y + Y (λ)X −
√

2ω̃1(X)AY +
√

2ω̃1(X)AζY −
√

2ψ̃(X)AηY

+
√

2ω̃1(Y )AX −
√

2ω̃1(Y )AζX +
√

2ψ̃(Y )AηX,
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for arbitrary X, Y ∈ X(M). Therefore, rearranging the above equation we get

(X ∧ Y )gradλ =
√

2ω̃1(X)AY −
√

2ω̃1(X)AζY +
√

2ψ̃(X)AηY

−
√

2ω̃1(Y )AX +
√

2ω̃1(Y )AζX −
√

2ψ̃(Y )AηX,

Using Aζ = A− λI, we have

(X ∧ Y )gradλ =
√

2λω̃1(X)Y +
√

2ψ̃(X)AηY −
√

2λω̃1(Y )X −
√

2ψ̃(Y )AηX

or, expressed in another way,

[(
Y (λ)+

√
2λω̃1(Y )

)
I+
√

2ψ̃(Y )Aη
]
X =

[(
X(λ)+

√
2λω̃1(X)

)
I+
√

2ψ̃(X)Aη
]
Y. (3.17)

Using Lemma 3.8 for Y = T ∈ ∆ and X ∈ ∆⊥ in the above equation, we get

√
2ψ̃(T )AηX =

(
X(λ) +

√
2λω̃1(X)

)
T.

Since
√

2Aη = (A− λI)J is an isomorphism on ∆⊥,

∆ ≤ ker ψ̃ and X(λ) +
√

2λω̃1(X) = 0, for X ∈ ∆⊥.

Replacing the last identity in equation (3.17) for X and Y ∈ ∆⊥, we obtain

ψ̃(Y )AηX = ψ̃(X)AηY.

Because
√

2Aη = (A − λI)J is an isomorphism on ∆⊥, it follows that ker ψ̃ = X(M).

From the equation (3.15) we conclude

〈
R⊥(X, Y )ξ, η

〉
= 〈[Aξ, Aη]X, Y 〉 = dψ̃(X, Y ) = 0.

From [Aξ, Aη] = 0, then [(A−λI), (A−λI)J ] = 0. This means that A and J commute.

Then, the endomorphism A− λI in ∆⊥ would be a multiple of the identity. It cannot be

the null operator, because f has a principal curvature λ with multiplicity n−2. Therefore,

A− λI = βI in ∆⊥, with β 6= 0. Using the identity (A− λI)CT = ∇h
TA, we get

βCT = ∇h
T (β + λ)I = T (β + λ)I.

We have a contradiction, because f is not conformally surface-like. Therefore, D2
2 6= −D2

2.



90 CHAPTER 3. THE TRIPLE (D1, D2, ψ)

We will prove the existence and uniqueness of an orthonormal frame {ξ1, ξ2} ⊂ P such

that detDξi = 1/2. Let us start with the existence. Pick an arbitrary orthonormal frame

{ξ, η} for P. Since

1 = detDξ + detDη,

and from Lemma 3.7 we do not have to do any work if Dξ or Dη has determinant 1/2.

So, suppose without loosing generality that detDξ < 1/2 and detDη > 1/2. Then, define

an orthonormal frame on P by rotating ξ and η by an arbitrary angle 0 < θ < π/2, that

is, ξ1(θ) = cos θ ξ + sin θ η and ξ2(θ) = − sin θ ξ + cos θ η. We have

detDξ = detDξ1(0) < detDξ1(π
2

) = detDη,

so by continuity we get existence.

We are left with uniqueness. We have to do it with a case by case analysis, depending

on whether the tensor J has two distinct eigenvectors, one eigenvector of multiplicity two

or two complex eigenvectors (J2 = I, J2 = 0, or J2 = −I, respectively).

Suppose first J2 = I and, by the existence part, let {ξ1, ξ2} be the orthonormal frame

on P such that D1 and D2 have determinant 1/2. Then,

D1 =

(
a 0

0 b

)
and D2 =

(
c 0

0 d

)

with ab = cd = 1/2. Let us rotate the orthonormal frame {ξ1, ξ2} and see if the endo-

morphisms they induce also have determinant 1/2. So, define ξ = cos θ ξ1 + sin θ ξ2 and

η = − sin θ ξ1 + cos θ ξ2 and therefore

Dξ =

(
a cos θ + c sin θ 0

0 b cos θ + d sin θ

)

with detDξ = ab cos2 θ + cd sin2 θ + cos θ sin θ(ad + bc) = 1/2 + cos θ sin θ(ad + bc). We

conclude that ad = −bc. Multiply both sides of this equation by bd, so we end up with

abd2 = −b2cd. Since ab = cd = 1/2, we conclude that d2 = −b2, or b = 0 = d, a

contradiction because the determinants of D1 and D2 are not zero.

For J2 = 0, we have

D1 =

(
a b

0 a

)
and D2 =

(
c d

0 c

)



CHAPTER 3. THE TRIPLE (D1, D2, ψ) 91

with a2 = c2 = 1/2. Then,

Dξ =

(
a cos θ + c sin θ b cos θ + d sin θ

0 a cos θ + c sin θ

)

with detDξ = a2 cos2 θ+ c2 sin2 θ+ 2ac cos θ sin θ = 1/2 + 2ac cos θ sin θ. If a = 0 or c = 0,

then D1 or D2 would have a null determinant, contradicting our assumption.

For the last case J2 = −I,

D1 =

(
a b

−b a

)
and D2 =

(
c d

−d c

)

with a2 + b2 = c2 + d2 = 1/2. Then,

Dξ =

(
a cos θ + c sin θ b cos θ + d sin θ

−b cos θ − d sin θ a cos θ + c sin θ

)

with detDξ = (a2+b2) cos2 θ+(c2+d2) sin2 θ+2 cos θ sin θ(ac+bd) = 1/2+2 cos θ sin θ(ac+

bd). If ac = −bd, then

cD1 = c(aI + bJ) = −b(dI − cJ) = bJD2.

Since both endomorphisms have the same determinant, we get c = ±b. If c = b = 0, then

a = ±d, D1 = aI and D2 = dJ . So we have D2
2 = −d2I = −a2I = −D2

1, a contradiction.

If c = ±b 6= 0, then a = ∓d and D2
1 = −D2

2, same contradiction.

We are left to prove that ξ1 and ξ2 are parallel along ∆. For this, we will use the

uniqueness of the orthonormal frame {ξ1, ξ2}. Given x ∈ Mn, T ∈ ∆ and an integral

curve γ of T starting at x, let ξ̂i(t) denote the parallel transport of ξi(x) along γ(t). By

Lemma 3.5, we have that ∇h
γ′(t)Dξ̂i(t)

= 0, or equivalently, ∇h
γ′(t)Dξ̂i(t)

X = Dξ̂i(t)
∇h
γ′(t)X.

Given an orthonormal frame {X, Y } of X(M), we have

d

dt
detDξ̂i(t)

=
d

dt

[〈
Dξ̂i(t)

X,X
〉〈
Dξ̂i(t)

Y, Y
〉
−
〈
Dξ̂i(t)

X, Y
〉〈
Dξ̂i(t)

Y,X
〉]

=
[〈
Dξ̂i(t)

∇h
γ′(t)X,X

〉
+
〈
Dξ̂i(t)

X,∇h
γ′(t)X

〉]〈
Dξ̂i(t)

Y, Y
〉

+
〈
Dξ̂i(t)

X,X
〉[〈

Dξ̂i(t)
∇h
γ′(t)Y, Y

〉
+
〈
Dξ̂i(t)

Y,∇h
γ′(t)Y

〉]
−
[〈
Dξ̂i(t)

∇h
γ′(t)X, Y

〉
+
〈
Dξ̂i(t)

X,∇h
γ′(t)Y

〉]〈
Dξ̂i(t)

Y,X
〉

−
〈
Dξ̂i(t)

X, Y
〉[〈

Dξ̂i(t)
∇h
γ′(t)Y,X

〉
+
〈
Dξ̂i(t)

Y,∇h
γ′(t)X

〉]
.
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Using now that {X, Y } is an orthonormal frame and decomposing the vector fields∇h
γ′(t)X

and ∇h
γ′(t)Y in this frame, we get

d

dt
detDξ̂i(t)

= 0.

Therefore, the determinant is constant and equal to 1/2 along the parallel transport. Since

ξ1 and ξ2 are unique (up to signs and permutation) with this property, by continuity we

must have ξ̂i(t) = ξi(γ(t)) for any t. It follows that ∇⊥T ξi = 0 for any T ∈ ∆, i = 1, 2.

From now on, we fix the privileged orthonormal frame {ξ1, ξ2} of P given by the above

lemma and omit the tilde notation in ω1, ω2 and ψ when using this frame. Also, the

notation D1 and D2 refers to the privileged frame {ξ1, ξ2}, so that Di = Dξi for i = 1, 2.

We will show that the pair (D1, D2) and the one-form ψ satisfy conditions (i)-(viii) in

the statement, and leave item (ix) for later. From Lemma 3.8 and because ξi are parallel

along ∆, we get

∆ ≤ kerψ ∩ kerω1 ∩ kerω2. (3.18)

In particular, condition (i) is satisfied. From Lemma 3.9 we have item (ii) and from

Lemma 3.5 we have item (iii).

Now that item (i) has been proved, we will show that the tensors Di carry the infor-

mation of the one-forms ωi. Therefore, the tensors Di and the one-form ψ furnish the

information about the normal covariant derivative. Using Codazzi Equation (3.12) for

Y = T ∈ Γ(∆), a unit length section, and X ∈ Γ(∆⊥), we get

0 = λωi(X)T − (∇XAξi)T + (∇TAξi)X

= λωi(X)T + Aξi∇XT +∇TAξiX − Aξi∇TX.

Taking the inner product with T of both sides of the above equation and using equation

(1.6) of Proposition 1.1, we obtain

0 = λωi(X) + 〈∇TAξiX,T 〉

= λωi(X)− 〈AξiX,∇TT 〉

= λωi(X)− 〈(A− λI)DiX, δ〉

= λωi(X) + 〈DiX, gradλ〉 ,

or equivalently,

ωi(X) = −1

λ
〈DiX, gradλ〉 , (3.19)
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for X ∈ Γ(∆⊥).

Let us prove the rest of the items of the statement. From the Codazzi equation (3.12)

we have

(∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X

= λ (ωi(X)Y − ωi(Y )X) + (−1)j
(
ψ(X)AξjY − ψ(Y )AξjX

)
,

for X, Y ∈ Γ(∆⊥). From equation (3.19) we get

λ (ωi(X)Y − ωi(Y )X) = 〈DiY, gradλ〉X − 〈DiX, gradλ〉Y

= (X ∧ Y )Dt
igradλ.

Because Aξj = (A− λI)Dj, combining the last two equations we conclude that

(∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X

= (X ∧ Y )Dt
igradλ+ (−1)j(A− λI) (ψ(X)DjY − ψ(Y )DjX)

for all X, Y ∈ Γ(∆⊥), which is item (iv).

The Ricci equation (3.14) gives

〈[Aξi , Aµ]X, Y 〉 = dωi(X, Y )− λ−1Y (λ)ωi(X) + λ−1X(λ)ωi(Y )

+ (−1)jψ(Y )ωj(X)− (−1)jψ(X)ωj(Y ),

for all X, Y ∈ X(M). From equation (3.19) we get

Y ωi(X) = −Y (λ−1 〈DiX, gradλ〉)

= λ−2Y (λ) 〈DiX, gradλ〉 − λ−1 〈∇YDiX, gradλ〉 − λ−1Hessλ(DiX, Y )

= −λ−1Y (λ)ωi(X)− λ−1 〈∇YDiX, gradλ〉 − λ−1Hessλ(DiX, Y ),

for all X, Y ∈ Γ(∆⊥). Therefore,

dωi(X, Y )− λ−1Y (λ)ωi(X) + λ−1X(λ)ωi(Y )

= dωi(X, Y ) + Y ωi(X) + λ−1 〈∇YDiX, gradλ〉+ λ−1Hessλ(DiX, Y )

−Xωi(Y )− λ−1 〈∇XDiY, gradλ〉 − λ−1Hessλ(DiY,X)

=
1

λ
(〈(∇YDi)X − (∇XDi)Y, gradλ〉+ Hessλ(DiX, Y )− Hessλ(X,DiY )) ,
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for all X, Y ∈ Γ(∆⊥). We also have

(−1)jψ(Y )ωj(X)− (−1)jψ(X)ωj(Y )

= (−1)jψ(X)λ−1 〈DjY, gradλ〉 − (−1)jψ(Y )λ−1 〈DjX, gradλ〉 ,

for all X, Y ∈ Γ(∆⊥). Combining these results, we conclude (v):

λ (〈AX, (A− λI)DiY 〉 − 〈(A− λI)DiX,AY 〉)

= 〈(∇YDi)X − (∇XDi)Y, gradλ〉+ Hessλ(DiX, Y )− Hessλ(X,DiY )

+ (−1)jψ(X) 〈DjY, gradλ〉 − (−1)jψ(Y ) 〈DjX, gradλ〉 ,

for all X, Y ∈ Γ(∆⊥).

The Ricci equation (3.15) gives

〈[Aξ1 , Aξ2 ]X, Y 〉 = dψ(X, Y ),

for X, Y ∈ X(M). If Y = T ∈ Γ(∆), then the left side is zero, and item (vi) is proven.

Also, item (vii) follows from the same equation, because Aξi = (A− λI)Di.

We have from Lemma 3.9 that D2
2 6= −D2

1. For D2
2 6= D2

1, let D1 = aI + bJ and

D2 = cI + dJ . Suppose we have equality. Then

(a2 + b2ε)I + 2abJ = (c2 + d2ε)I + 2cdJ.

In the case where ε = 0, ab = cd and a2 = c2. It follows that a = ±c. If a = c = 0,

then W = span{J}, a contradiction. If not, then b = ±d, and again W would be one-

dimensional. If ε = 1, then a2 + b2 = c2 + d2 and ab = cd. From the determinant value of

Di, we get a2 − b2 = c2 − d2. Then a2 = c2, and we can get the same contradiction of the

preceding case. The same for ε = −1. So, (viii) is proven.

In Lemma 3.6, we have found a candidate J ∈ Γ(End(∆⊥)) that will make our hyper-

surface f : Mn → Rn+1 hyperbolic, parabolic or elliptic, depending on whether J2 = I,

J2 = 0 or J2 = −I, respectively. We will now prove the condition that is missing:

∇h
TJ = 0.

Lemma 3.10. The tensor J satisfies ∇h
TJ = 0.

Proof. We will have to treat each case separately. Let us start with the case J2 = I.

Without loss of generality, suppose D1 = aI + bJ with b 6= 0. We can do this because
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dimW = 2. Take X ∈ Γ(∆⊥) of unit length such that D1X = θX. Then,

0 = (∇h
TD1)X

= ∇h
T θX −D1∇h

TX

= (Tθ)X − (D1 − θI)∇h
TX.

If ∇h
TX 6= 0, since (D1 − θI)X = 0 and ∇h

TX is orthogonal to X, we would have

(D1 − θI)2 = 0,

and because detD1 = 1/2,

0 =

(
1

2θ
− θ
)2

= θ2 − 1 +
1

4θ2
.

Solving this equation leads to θ2 = 1/2 or θ = ±1/
√

2. Taking into account that

detD1 = 1/2, we conclude that D1 = ±
√

2
−1
I, a contradiction with our initial assump-

tion. Therefore, ∇h
TX = 0 and Tθ = 0. We have D1 = aI + bJ with

a =
θ + 1

2θ

2
and b =

θ − 1
2θ

2
,

so 0 = ∇h
TD1 = (Ta)I + (Tb)J + b∇h

TJ = b∇h
TJ . We conclude that ∇h

TJ = 0.

Now, let us prove the case J2 = 0. Without loss of generality, assume that there exists

an orthonormal frame {X, Y } for Γ(∆⊥) such that

JX = Y and JY = 0.

We can do this because we can pick X ∈ (ker J)⊥ and Y ∈ ker J such that JX = βY

and JY = 0 with β non-null function. Then, we redefine J = β−1J and still have

span{I, J} = W and J2 = 0.

Suppose D1 =
√

2
−1
I + bJ with b 6= 0. From 0 = ∇h

TD1 we get

0 = (∇h
TD1)X

= ∇h
T (
√

2
−1
X + bY )−D1

(〈
∇h
TX, Y

〉
Y
)

=
√

2
−1 〈
∇h
TX, Y

〉
Y + (Tb)Y + b

〈
∇h
TY,X

〉
X −

√
2
−1 〈
∇h
TX, Y

〉
Y.

Therefore,
〈
∇h
TY,X

〉
= 0, and consequently ∇h

TY = 0.
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Now it is an easy task to show that ∇h
TJ = 0. We have,

(∇h
TJ)X = ∇h

TY − J
〈
∇h
TX, Y

〉
Y

= 0

and

(∇h
TJ)Y = −J

〈
∇h
TY,X

〉
X

= 0,

which proves our statement.

Now, let us move on to the last case, J2 = −I. From the fact that dimW = 2, and

because detDi = 1/2, we can suppose

D1 =
cos θ√

2
I +

sin θ√
2
J (3.20)

with sin θ 6= 0. Let X,Y ∈ Γ(∆⊥) be such that

JX = −Y and JY = X.

Then,

D1X =
cos θX − sin θY√

2
and D1Y =

cos θY + sin θX√
2

. (3.21)

From the condition ∇h
TD1 = 0, and using the formulas (3.20), (3.21) we get two equations:

0 = (∇h
TD1)X

= ∇h
TD1X −D1∇h

TX

=
1√
2

(
(T cos θ)X − (T sin θ)Y − sin θ∇h

TY − sin θJ∇h
TX
)

and

0 = (∇h
TD1)Y

= ∇h
TD1Y −D1∇h

TY

=
1√
2

(
(T cos θ)Y + (T sin θ)X + sin θ∇h

TX − sin θJ∇h
TY
)
.
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Multiplying on both sides of the first equation by
√

2J , we get

−(T cos θ)Y − (T sin θ)X − sin θJ∇h
TY + sin θ∇h

TX = 0.

We conclude that T (cos θ) = 0 = T (sin θ), and therefore

0 = (∇h
TD1) =

sin θ√
2
∇h
TJ.

We have thus found a tensor J ∈ Γ(End(∆⊥)) that makes our hypersurface hyperbolic,

parabolic or elliptic, depending on whether J2 = I, J2 = 0 or J2 = −I, respectively. We

now prove that the second possibility occurs precisely when f is conformally ruled, which

can not happen by the assumption that f is not a Cartan hypersurface.

Lemma 3.11. Let f : Mn → Rn+1 be an oriented hypersurface with a nowhere vanishing

principal curvature of constant multiplicity n− 2. Assume that f is not a Cartan hyper-

surface on any open subset of Mn and that it admits a genuine conformal deformation

f̃ : Mn → Rn+2. If f is parabolic with respect to a tensor J ∈ Γ(End(∆⊥)), then it is

conformally ruled. Moreover, all genuine conformal deformations f̃ : Mn → Rn+2 of f

are conformally ruled with the same rulings.

Proof. If f is parabolic, then there exists a tensor J ∈ Γ(End(∆⊥)) satisfying the following

conditions:

(i) J2 = 0.

(ii) ∇h
TJ = 0 for all T ∈ Γ(∆).

(iii) CT ∈ span{I, J} for all T ∈ Γ(∆).

The tensor J given might not be the same found in Lemma 3.6, but since f is not

conformally surface-like on any open subset of Mn, by the assumption that it is not

a Cartan hypersurface, the subspace generated by I and J must be W , the subspace

generated by our endomorphisms Dξ, where ξ ∈ P. In fact, the tensor J must be a

function multiple of the tensor found in Lemma 3.6.

Pick {X, Y } orthonormal frame of Γ(∆⊥) such that JY = 0 and JX = δY with δ 6= 0.

We will prove that the distribution

L(x) = ∆(x)⊕ Y (x)
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is umbilical, that is there exist Z ∈ Γ(L⊥), and therefore Z is a multiple of X, such that

〈∇UV,X〉 = 〈U, V 〉 〈X,Z〉

for U ,V ∈ Γ(L).

Since CT ∈ span{I, J} and JY = 0, it follows that 〈CTY,X〉 = 0 for all T ∈ Γ(∆).

Hence

〈∇Y T,X〉 = −〈CTY,X〉 = 0 for T ∈ ∆. (3.22)

Because Di ∈ span{I, J} with detDi = 1/2, we can suppose by changing signs on our

privileged frame if necessary that

√
2Di = I + biJ, (3.23)

so
√

2DiY = Y . Since dimW = 2, we can suppose that D1 is not a multiple of the

identity, or equivalently b1 6= 0. From ∇h
TD1 = 0 we get

0 = ∇h
TY −

√
2D1∇h

TY.

Since ∇h
TY is orthogonal to Y and

√
2D1 is not the identity endomorphism, we conclude

that ∇h
TY = 0, or the equivalent equation

〈∇TY,X〉 = 0. (3.24)

This is to be expected, because 〈T, Y 〉 = 0 and we want to prove that the distribution L

is umbilical.

From (A−λI)CT = ∇h
TA (equation (3.1)), we have that (A−λI)CT is symmetric and

from Lemma 3.6

span{I} < C(∆) ≤ span{I, J},

we conclude that (A− λI)J is symmetric. Therefore,

〈(A− λI)Y, Y 〉 = δ−1 〈(A− λI)JX, Y 〉 = δ−1 〈X, (A− λI)JY 〉 = 0. (3.25)

It follows that in the orthonormal frame {X, Y } of ∆⊥ we have

A− λI =

(
β µ

µ 0

)
and A =

(
β + λ µ

µ λ

)
(3.26)
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with µ 6= 0, because A − λI restricted to ∆⊥ is an isomorphism. Now, from the form of

Di given in (3.23) and the form of A− λI given in (3.26) we get

√
2AξiY = (A− λI)

√
2DiY = (A− λI)Y = µX

and

√
2AξiX = (A− λI)

√
2DiX = (A− λI)(X + biδY ) = (β + biδµ)X + µY.

Define θ = b1δµ 6= 0 and θ̃ = b2δµ, so in the orthonormal frame {X, Y } we have

√
2Aξ1 =

(
β + θ µ

µ 0

)
and

√
2Aξ2 =

(
β + θ̃ µ

µ 0

)
. (3.27)

Let us use the Codazzi equation of A applied to T ∈ Γ(∆) of unit length and Y ∈
Γ(∆⊥) and then take the inner product with T . Doing that and using equation (3.26) we

get

0 = 〈∇TAY, T 〉 − 〈A∇TY, T 〉 − 〈∇YAT, T 〉+ 〈A∇Y T, T 〉

= 〈∇T (µX + λY ) , T 〉+ λ 〈∇TT, Y 〉 − Y (λ)

= −µ 〈∇TT,X〉 − λ 〈∇TT, Y 〉+ λ 〈∇TT, Y 〉 − Y (λ),

so we conclude

µ 〈∇TT,X〉 = −Y λ. (3.28)

This equation tell us that the candidate for mean curvature of L would be

Z = −Y λ
µ
X.

Now, the Codazzi equation for A applied to X, Y ∈ Γ(∆⊥) and taking inner product

with Y , together with equation (3.26) yields

0 = 〈∇XAY, Y 〉 − 〈A∇XY, Y 〉 − 〈∇YAX, Y 〉+ 〈A∇YX, Y 〉

= 〈∇X (µX + λY ) , Y 〉 − 〈∇XY, µX + λY 〉 − 〈∇Y ((β + λ)X + µY ) , Y 〉

+ 〈∇YX,µX + λY 〉

= µ 〈∇XX, Y 〉+X(λ) + µ 〈∇XX, Y 〉+ (β + λ) 〈∇Y Y,X〉 − Y (µ)− λ 〈∇Y Y,X〉 .
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So, we arrive to

0 = 2µ 〈∇XX, Y 〉+X(λ) + β 〈∇Y Y,X〉 − Y (µ). (3.29)

Next, we need the information given by the Codazzi equation for Aξi applied to X,

Y ∈ Γ(∆⊥). Lets start first with i = 1. Using equations (3.12) and (3.27), we obtain

0 =
〈(
∇X

√
2Aξ1

)
Y, Y

〉
−
〈(
∇Y

√
2Aξ1

)
X, Y

〉
−
√

2λω1(X)−
√

2ψ(X)
〈
Aξ2Y, Y

〉
+
√

2ψ(Y ) 〈Aξ2X, Y 〉

= 〈∇XµX, Y 〉 − 〈∇XY, µX〉 − 〈∇Y ((β + θ)X + µY ) , Y 〉+ 〈∇YX,µX〉 −
√

2λω1(X)

+ µψ(Y )

= 2µ 〈∇XX, Y 〉+ (β + θ) 〈∇Y Y,X〉 − Y (µ)−
√

2λω1(X) + µψ(Y ).

For i = 2, using equations (3.12) and (3.27) we get

0 =
〈
(∇X

√
2Aξ2)Y, Y

〉
−
〈
(∇Y

√
2Aξ2)X, Y

〉
−
√

2λω2(Y ) +
√

2ψ(X)
〈
Aξ1Y, Y

〉
−
√

2ψ(Y )
〈
Aξ1X, Y

〉
=
〈
∇X

√
2Aξ2Y, Y

〉
−
〈√

2Aξ2∇XY, Y
〉
−
〈
∇Y

√
2Aξ2X, Y

〉
+
〈√

2Aξ2∇YX, Y
〉

−
√

2λω2(Y )− µψ(Y )

=
〈
∇XµX, Y

〉
−
〈
∇XY, µX

〉
−
〈
∇Y

(
(β + θ̃)X + µY

)
, Y
〉

+
〈
∇YX,µX

〉
−
√

2λω2(Y )− µψ(Y ),

Hence,

0 = 2µ 〈∇XX, Y 〉+ (β + θ) 〈∇Y Y,X〉 − Y (µ)−
√

2λω1(X) + µψ(Y ). (3.30)

and

0 = 2µ 〈∇XX, Y 〉+ (β + θ̃) 〈∇Y Y,X〉 − Y (µ)−
√

2λω2(X)− µψ(Y ). (3.31)

Replacing equation (3.29) into equations (3.30) and (3.31) we obtain

θ 〈∇Y Y,X〉 −X(λ)−
√

2λω1(X) + µψ(Y ) = 0

and

θ̃ 〈∇Y Y,X〉 −X(λ)−
√

2λω2(X)− µψ(Y ) = 0.
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Adding both equations,

(θ + θ̃) 〈∇Y Y,X〉 − 2X(λ)−
√

2λ (ω1(X) + ω2(X)) = 0.

Now using equation (3.19), the form of Di given in (3.23) and that (θ + θ̃) = (b1 + b2)δµ

we get

(θ + θ̃) 〈∇Y Y,X〉 = 2X(λ) +
√

2λ (ω1(X) + ω2(X))

= 2X(λ) + λ
(
− λ−1

〈√
2D1X, gradλ

〉
− λ−1

〈√
2D2X, gradλ

〉)
= 2X(λ)− 〈X + b1δY, gradλ〉 − 〈X + b2δY, gradλ〉

= 2X(λ)−X(λ)− b1δY (λ)−X(λ)− b2δY (λ)

= −(b1 + b2)δY (λ)

= −θ + θ̃

µ
Y (λ),

so

(θ + θ̃) (µ 〈∇Y Y,X〉+ Y λ) = 0. (3.32)

If (θ + θ̃) 6= 0, then from equations (3.22), (3.24), (3.28) and (3.32) we get that L is an

umbilical distribution with mean curvature vector Z = −(Y λ/µ)X.

We will show now that θ 6= −θ̃, so suppose by contradiction that θ = −θ̃. From

equation (3.27), we have

√
2Aξ1 =

(
β + θ µ

µ 0

)
and

√
2Aξ2 =

(
β − θ µ

µ 0

)
.

Define an orthonormal frame {ξ, η} for P by

ξ =
1√
2

(ξ1 + ξ2) and η =
1√
2

(ξ1 − ξ2) .

Then, from equation (3.26) we have

Aξ =

(
β µ

µ 0

)
= (A− λI) and Aη =

(
θ 0

0 0

)
. (3.33)

Time put into work this new information in the Codazzi equations for the isometric
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immersion F̃ . For A = Aµ, using equation (3.9) and that Dξ = (A− λI)−1Aξ = I we get

(X ∧ Y )gradλ = λω̃1(X)Y − λω̃1(Y )X +Dη (λω̃2(X)Y − λω̃2(Y )X) (3.34)

From equation (3.33), we have

(A− λI)−1 = − 1

µ2

(
0 −µ
−µ β

)
.

From the definition of Dη and equation (3.33), we get

DηX = (A− λI)−1AηX = θ(A− λI)−1X =
θ

µ
Y

and

DηY = (A− λI)−1AηY = 0.

Therefore, from equation (3.34)

Y (λ)X −X(λ)Y = λω̃1(X)Y − λω̃1(Y )X − λθ

µ
ω̃2(Y )Y

Hence,

ω̃1(Y ) + λ−1Y (λ) = 0 and ω̃1(X) + λ−1X(λ)− θ

µ
ω̃2(Y ) = 0. (3.35)

Now, from the Codazzi equation of Aξ = A− λI we have

(∇ZAξ)W − (∇WAξ)Z = A∇⊥Z ξW − A∇⊥W ξZ

where Z, W ∈ X(M). For the left part of the equation,

(∇ZAξ)W − (∇WAξ)Z = (∇Z(A− λI))W − (∇W (A− λI))Z = (Z ∧W )gradλ.

On the other hand, from equation (3.12) we get

A∇⊥Z ξW − A∇⊥W ξZ = λω̃1(Z)W + ψ̃(Z)AηW − λω̃1(W )Z − ψ̃(W )AηZ.

Combining both parts we arrive to

(Z ∧W )gradλ = λω̃1(Z)W + ψ̃(Z)AηW − λω̃1(W )Z − ψ̃(W )AηZ.
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For vectors Z = T ∈ ∆ and W = X, using equation (3.33) and Lemma 3.8 we conclude

that

X(λ)T = ψ̃(T )θX − λω̃1(X)T,

or equivalently,

X(λ) = −λω̃1(X) and ∆ ≤ ker ψ̃. (3.36)

Replacing now Z = X and W = Y and using equation (3.33) we get

(X ∧ Y )gradλ = λω̃1(X)Y − λω̃1(Y )X − θψ̃(Y )X.

From this equation, we arrive to

Y (λ) = −θψ̃(Y )− λω̃1(Y ) and −X(λ) = λω̃1(X). (3.37)

Therefore using equations (3.35), (3.36) and (3.37) we conclude

∆⊕ span{Y } ≤ ker ψ̃ ∩ ker ω̃2 and λ−1Z(λ) + ω̃1(Z) = 0, for Z ∈ X(M), (3.38)

for Z ∈ X(M).

Now, the second fundamental form of F̃ is given by

αF̃ (X, Y ) = 〈AX, Y 〉µ+ 〈(A− λI)X, Y 〉 ξ + 〈AηX, Y 〉 η − 〈(A− λI)X, Y 〉 ζ

= 〈AX, Y 〉 (µ+ ξ − ζ)− λ 〈X, Y 〉 (ξ − ζ) + 〈AηX, Y 〉 η.

From equations (3.4), (3.6), (3.7) and (3.38) we get

∇⊥X(µ+ ξ − ζ) = λ−1X(λ)(µ− ζ) + ω̃1(X)(µ− ζ) + ψ̃(X)η = ψ̃(X)η, (3.39)

for X ∈ X(M). While using equations (3.4), (3.7) and (3.38) we get

∇⊥Xλ(ξ − ζ) = X(λ)(ξ − ζ) + λ∇⊥X(ξ − ζ) (3.40)

= X(λ)(ξ − ζ)−X(λ)(µ− ζ) + λψ̃(X)η +X(λ)µ−X(λ)ξ + λω̃2(X)η

= λ
(
ψ̃(X) + ω̃2(X)

)
η,

for X ∈ X(M).

The second fundamental form of the isometric light-cone representative F : Mn →
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Vn+2 ⊂ Ln+3 is given by

αF (X, Y ) = 〈AX, Y 〉Ψ∗N − 〈X, Y 〉w.

Define a vector-bundle isometry τ : NFM → L = {η}⊥ by setting

τΨ∗N = µ+ ξ − ζ, τw = λ(ξ − ζ) and τF = F̃ .

From equations (3.39) and (3.40) the vector bundle isometry is parallel in the induced

connection on L. By Lemma 2.2, there exists an isometric immersion H : W ⊂ Vn+2 →
Vn+3 with F (Mn) ⊂ W , such that F̃ = H ◦ F . It follows from Proposition 2.1 that there

exists a conformal immersion h : V → Rn+p of an open subset V ⊃ f(Mn) of Rn+1 such

that f̃ = h ◦ f , contradicting the assumption that f̃ is a genuine conformal deformation

of f . Hence, θ 6= −θ̃ and L is an umbilical distribution.

We will prove now that the restriction of f to each leaf of L is also umbilical. Define

g = f ◦ i : σn−1 → Rn+1 where σ is a leaf generated by the umbilical distribution L. From

equation (3.25) we get

αg(Y, Y ) = f∗α
i(Y, Y ) + αf (Y, Y ) = f∗Z + λN

and

αg(T, S) = f∗α
i(T, S) + αf (T, S) = 〈T, S〉 f∗Z + λ 〈T, S〉N,

for T , S ∈ ∆. So g is umbilical with f∗Z + λN as mean curvature. We conclude that f

is conformally ruled.

Let us now prove that f̃ is conformally ruled with the same rulings as f . From equation

(3.25) and (3.27) we have

αF̃ (S, T ) = λ 〈S, T 〉µ, and αF̃ (Y, Y ) = λµ

for S, T ∈ ∆. Therefore,

αF̃ (Z,W ) = λ 〈Z,W 〉µ,

for Z, W ∈ L. It follows that 〈AξiZ,W 〉 = 0, for Z, W ∈ L. As in the demonstration

of Lemma 3.4, consider ξi = Ψ∗ρi + ηi, for i = 1, 2, orthogonal decomposition, where

ρi ∈ Nf̃M and ηi ∈ span{F̃ , ζ̃}. Then,

0 = ϕ−1
〈
Af̃ρiZ,W

〉
−
〈
Z,W

〉〈
ζ̃ , ηi

〉
.
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From the above equation ρi cannot be trivial, otherwise ξi would be trivial. We conclude

that

Af̃ρi
∣∣
L

= βiI.

Also from the fact that 〈ξ1, ξ2〉 = 0,
〈
ξi, F̃

〉
= 0 and ηi ∈ span{F̃ , ζ̃}, we get that ηi is

a multiple of F̃ and hence ρ1 and ρ2 has unit length and are orthogonal. As before, let

g = f̃ ◦ i : σn−1 → Rn+2 where σn−1 the leaf generated by the umbilical distribution L

and i : σn−1 →Mn is the inclusion. Then,

αg(Z,W ) = f̃∗α
i(Z,W ) + αf̃ (Z,W ) = 〈Z,W 〉 f̃∗Z + β1 〈Z,W 〉 ρ1 + β2 〈Z,W 〉 ρ2,

where Z, W ∈ L. So, g is umbilical with f̃∗Z + β1ρ1 + β2ρ2 as mean curvature vector,

and therefore f̃ is also conformally ruled with the same rulings as f .

It remains to prove condition (ix).

Lemma 3.12. The tensors D1 and D2 satisfy

rank (D2
1 +D2

2 − I) = 2.

Proof. We will divide the proof in two cases, depending on whether f is elliptic or hyper-

bolic.

Elliptic Case

This case is almost trivial. Let D1 = aI + bJ and D2 = cI + dJ . Since detDi = 1/2 we

must have a2 + b2 = c2 + d2 = 1/2, then

D2
1 +D2

2 − I =

(
a2 − b2 + c2 − d2 − 1 2(ab+ cd)

−2(ab+ cd) a2 − b2 + c2 − d2 − 1

)
.

We cannot have rank (D2
1 +D2

2−I) = 1, because neither column is a multiple of the other.

If the endomorphism D2
1 +D2

2 − I has rank zero, then from

a2 + b2 + c2 + d2 = 1

and

a2 − b2 + c2 − d2 = 1
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we conclude that b = d = 0. This is a contradiction, because we cannot have W =

span{I}.

Hyperbolic Case

Suppose that rank (D2
1 +D2

2 − I) < 2 and let

√
2D1 =

(
θ1 0

0 θ−1
1

)
and

√
2D2 =

(
θ2 0

0 θ−1
2

)
. (3.41)

Then,

2D2
1 + 2D2

2 − 2I =

(
θ2

1 + θ2
2 − 2 0

0 θ−2
1 + θ−2

2 − 2

)
, (3.42)

so without loss of generality (if not interchange θi with θ−1
i ) suppose θ2

1 + θ2
2 = 2.

Notice that if we define

√
2ξ = θ1ξ1 + θ2ξ2 and

√
2η = −θ2ξ1 + θ1ξ2

we have that {ξ, η} is an orthonormal frame of P with Dξ = I and Dη has rank equal to

one (Dη cannot be null otherwise dimW = 1). Therefore, Aξ = A− λI and Aη has rank

equal to one. As a consequence, there exist orthogonal eigenvectors X, Y ∈ Γ(∆⊥) with

AηX = 0 and AηY 6= 0.

Time to input this information into the Codazzi equations for the isometric immersion

F̃ and see what we can find. For A = Aµ using equation (3.8), Aξ = A − λI and that

AηX = 0 we get

0 = −ω̃1(X)AξY − ω̃2(X)AηY − λ−1X(λ)AζY

+ ω̃1(Y )AξX + ω̃2(Y )AηX + λ−1Y (λ)AζX

= −
[
ω̃1(X) + λ−1X(λ)

]
(A− λI)Y − ω̃2(X)AηY +

[
ω̃1(Y ) + λ−1Y (λ)

]
(A− λI)X.

Operating both sides of the equation by (A − λI)−1 and rearranging appropriately we

obtain [
ω̃1(X) + λ−1X(λ)

]
Y + ω̃2(X)DηY =

[
ω̃1(Y ) + λ−1Y (λ)

]
X. (3.43)

Now, let us work on the Codazzi equation of Aξ = A − λI. From equation (3.12) we

have

(∇ZAξ)W − (∇WAξ)X = λω̃1(Z)W + ψ̃(Z)AηW − λω̃1(W )Z − ψ̃(W )AηZ,
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for Z, W ∈ X(M). Since Aξ = A− λI, the left part of the above equation is

(∇ZAξ)W − (∇WAξ)Z = (∇Z(A− λI))W − (∇W (A− λI))Z

= W (λ)Z − Z(λ)W

= (Z ∧W )gradλ.

Combining both parts we get

(Z ∧W )gradλ = λω̃1(Z)W + ψ̃(Z)AηW − λω̃1(W )Z − ψ̃(W )AηZ. (3.44)

For Z = X and W = T ∈ ∆, using Lemma 3.8, AηX = 0 and that T (λ) = 0 we obtain

the equality

−X(λ)T = λω̃1(X)T

and so −X(λ) = λω̃1(X). Replacing in equation (3.43), we get

ω̃2(X)DηY =
[
ω̃1(Y ) + λ−1Y (λ)

]
X. (3.45)

For Z = T and W = Y in equation (3.44) we get

Y (λ)T = ψ̃(T )AηY − λω̃1(Y )T,

so ∆ ≤ ker ψ̃ and −Y (λ) = λω̃1(Y ). Therefore, taking into account AηY 6= 0, replacing

in equation (3.45) we obtain ω̃2(X) = 0. Lastly, for Z = X and W = Y ,

(X ∧ Y )gradλ = λω̃1(X)Y + ψ̃(X)AηY − λω̃1(Y )X

or ψ̃(X) = 0. In summary, we have

∆⊕ span{X} ≤ ker ψ̃ ∩ ker ω̃2 (3.46)

and

λ−1Z(λ) + ω̃1(Z) = 0, (3.47)

for Z ∈ X(M). Using equations (3.4), (3.6), (3.7) and (3.47) we observe that

∇⊥Z(µ+ ξ − ζ) = λ−1Z(λ)(µ− ζ) + ω̃1(Z)(µ− ζ) + ψ̃(Z)η (3.48)

= ψ̃(Z)η,
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for Z ∈ X(M). Similarly, using equations (3.4), (3.7) and (3.47) we get

∇⊥Zλ(ξ − ζ) = Z(λ)(ξ − ζ) + λω̃1(Z)(µ− ζ) + λψ̃(Z)η + Z(λ)µ+ λω̃1(Z)ξ + λω̃2(Z)η

= λ
(
ψ̃(Z) + ω̃2(Z)

)
η, (3.49)

for Z ∈ X(M).

Let us rearrange the expression of the second fundamental form of F̃ to

αF̃ (X, Y ) = 〈AX, Y 〉µ+ 〈(A− λI)X, Y 〉 ξ − 〈AηX, Y 〉 η − 〈(A− λI)X, Y 〉 ζ

= 〈AX, Y 〉 (µ+ ξ − ζ) + 〈AηX, Y 〉 η − λ 〈X, Y 〉 (ξ − ζ).

Let L = span{η}⊥ and let F be the isometric light-cone representative of f . Define a

vector bundle isometry τ : NFM → L by setting

τΨ∗N = µ+ ξ − ζ, τw = λ(ξ − ζ) and τF = F̃ .

From equations (3.48) and (3.49) the vector bundle isometry τ is parallel in the induced

connection on L. We have all the conditions of Lemma 2.2, where item (iii) follows from

(3.46). Therefore, there exists an isometric immersion H : W ⊂ Vn+2 → Vn+3 with

F (Mn) ⊂ W , such that F̃ = H ◦ F . By Lemma 2.1, there exist a conformal immersion

h : V → Rn+p of an open subset V ⊃ f(Mn) of Rn+1 such that f̃ = h ◦ f , contradicting

the assumption that f̃ is a genuine conformal deformation of f .

We have finished demonstrating the direct implication of the proposition 3.2. We will

now prove the converse of Proposition 3.2. As the reader might already suspect, the idea

is to use the tensors Di, for i = 1, 2, and the one form ψ to define a compatible connection

∇̂ and a symmetric form α̂ with the same formulas we got in the direct implication. With

the aid of items (i) to (viii), we will show that they satisfy the Gauss, Codazzi and Ricci

equations and this will provide us with an application F̃ : Mn → Ln+4. With a bit more

of work, we will ensure that its image is in the light-cone Vn+3. We will use item (ix) to

ensure that the conformal immersion

f̃ = C(F̃ ) : Mn → Rn+2

is a genuine conformal deformation of f .

Choose an orthonormal frame µ, ξ1, ξ2 and ζ of the trivial bundle E = Mn × L4

where ζ is a time-like vector. Extend the definition of the tensors Di to ∆ by requiring
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∆ ≤ kerDi. Motivated by equation (3.19) define a one-form

ωi(X) = −1

λ
〈DiX, gradλ〉 ,

where λ is the non-null principal curvature of constant multiplicity n − 2 of the hyper-

surface f : Mn → Rn+1. Also drived by equations (3.4), (3.5), (3.6) and (3.7) define a

compatible connection ∇̂ on E by declaring

∇̂Xµ = −ω1(X)ξ1 − ω2(X)ξ2 − λ−1X(λ)ζ,

∇̂Xξ1 = ω1(X)(µ− ζ) + ψ(X)ξ2,

∇̂Xξ2 = ω2(X)(µ− ζ)− ψ(X)ξ1,

∇̂Xζ = −λ−1X(λ)µ− ω1(X)ξ1 − ω2(X)ξ2,

for X ∈ X(M), and the extending the definition. Since n ≥ 6, we have that λ is a Dupin

principal curvature (Proposition 1.1). Taking into account this fact, the definition of the

connection, the definition of the one-forms ωi, together with item (i), we conclude that

µ, ξ1, ξ2 and ζ are parallel sections along ∆ on the connection ∇̂.

Let

α̂ : TM × TM → E

be the bilinear form defined by

α̂(X, Y ) = 〈AX, Y 〉µ+ 〈(A− λI)D1X, Y 〉 ξ1 + 〈(A− λI)D2X, Y 〉 ξ2

− 〈(A− λI)X, Y 〉 ζ.

From the symmetry of (A − λI)CT (see equation (3.1)), and because f is hyperbolic or

elliptic and not conformally surface-like, we obtain that (A − λI)J is also symmetric.

Since Di ∈ span{I, J}, we get that (A − λI)Di is also symmetric. Then, we get the

symmetry of α̂.

From Proposition 11 and Proposition 12 of Chapter 4 in [18], in order to prove that

α̂ satisfies the Gauss equation it is enough to show that K(X, Y ) = K̂(X, Y ) for all

orthonormal vectors X,Y ∈ TM , where K is the sectional curvature of Mn (the knowledge

of all sectional curvatures determines the curvature tensor). That equality is clear if X

or Y belongs to ∆, because

∆ = ker(A− λI)D1 ∩ ker(A− λI)D2 ∩ ker(A− λI). (3.50)
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So, for orthonormal X, Y ∈ ∆⊥, and using item (ii), we have

K̂(X, Y ) = 〈α̂(X,X), α̂(Y, Y )〉 − 〈α̂(X, Y ), α̂(X, Y )〉

= K(X, Y ) + det(A− λI)D1 + det(A− λI)D2 − det(A− λI)

= K(X, Y ),

which proves our claim. Therefore α̂ satisfies the Gauss equation.

Let us move on to the Codazzi equations. First notice from the definition of α̂ we

must prove that

Aµ = A, Aξ1 = (A− λI)D1, Aξ2 = (A− λI)D2 and Aζ = A− λI.

satisfy the Codazzi equations. In order to prove that Aµ = A satisfies the Codazzi

equation, we must show that

A∇̂ZµW = A∇̂WµZ,

for all Z, W ∈ X(M). Using the definition of the connection, equation (3.50), and the

fact that λ is a Dupin principal curvature, we get

A∇̂ZµT − A∇̂TµZ = −ω1(Z)Aξ1T − ω2(Z)Aξ2T − λ−1Z(λ)AζT

+ ω1(T )Aξ1Z + ω2(T )Aξ2Z + λ−1T (λ)AζZ

= 0,

for all T ∈ Γ(∆) and Z ∈ X(M). On the other hand, using the definition of ωi, item (ii)

and the property

DiX ∧DiY = detDi(X ∧ Y ),

for i = 1, 2, we get

A∇̂XµY − A∇̂Y µX = −ω1(X)Aξ1Y − ω2(X)Aξ2Y − λ−1X(λ)AζY

+ ω1(Y )Aξ1X + ω2(Y )Aξ2X + λ−1Y (λ)AζX

= λ−1(A− λI) (D1X(λ)D1Y +D2X(λ)D2Y −X(λ)Y )

+ λ−1(A− λI) (−D1Y (λ)D1X −D2Y (λ)D2X + Y (λ)X)

= λ−1(A− λI) (−(D1X ∧D1Y )gradλ− (D2X ∧D2Y )gradλ)

+ λ−1(A− λI)(X ∧ Y )gradλ

= 0,
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for all X, Y ∈ Γ(∆⊥). This proves the Codazzi equation for µ.

Let us prove the Codazzi equation of Aζ = A − λI. Using the Codazzi equation for

A, taking into account that ζ is parallel along ∆, that λ is a Dupin principal and the

definition of the connection ∇̂, we obtain

(∇ZAζ)T − (∇TAζ)Z − A∇̂ZζT + A∇̂T ζZ

= (∇Z(A− λI))T − (∇T (A− λI))Z − A∇̂ZζT

= −Z(λ)T + T (λ)Z + λ−1Z(λ)AT + ω1(Z)Aξ1T + ω2(Z)Aξ2T

= 0,

for all T ∈ Γ(∆) and Z ∈ X(M). We are left the case when X, Y ∈ Γ(∆⊥). Using the

Codazzi equation for A, the definition of the connection ∇̂, the definition of the one-forms

ωi and item (ii) we get

(∇XAζ)Y − (∇YAζ)X − A∇̂XζY + A∇̂Y ζX

= (∇X(A− λI))Y − (∇Y (A− λI))X − A∇̂XζY + A∇̂Y ζX

= −X(λ)Y + Y (λ)X + λ−1X(λ)AY + ω1(X)Aξ1Y + ω2(X)Aξ2Y

− λ−1Y (λ)AX − ω1(Y )Aξ1X − ω2(Y )Aξ2X

= λ−1(A− λI) (X(λ)Y − Y (λ)X −D1X(λ)D1Y −D2X(λ)D2Y )

+ λ−1(A− λI) (D1Y (λ)D1X +D2Y (λ)D2X)

= λ−1(A− λI) (−(X ∧ Y )gradλ)

+ λ−1(A− λI) ((D1X ∧D1Y )gradλ+ (D2X ∧D2Y )gradλ)

= 0.

This concludes the proof for the Codazzi equation of Aζ .

Now, it is time to prove the Codazzi equation for Aξi . We must show that

(∇ZAξi)W − (∇WAξi)Z = A∇̂ZξiW − A∇̂W ξi
Z.

First, let us suppose Z = T , W = S ∈ Γ(∆). Then, because ξi is parallel along ∆, the

right hand side of the equation is zero. Since ∆ ≤ kerAξi , we must show that

Aξi∇ST − Aξi∇TS = 0.

From the symmetry of Aξi , ImgAξi ≤ ∆⊥ and because the distribution ∆ is umbilical,
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for X ∈ Γ(∆⊥) we have

〈Aξi∇ST,X〉 − 〈Aξi∇TS,X〉 = 〈S, T 〉 〈δ, AξiX〉 − 〈T, S〉 〈δ, AξiX〉 = 0,

where δ is the mean curvature vector field of ∆. For R ∈ Γ(∆), since AξiR = 0, we have

〈Aξi∇ST,R〉 − 〈Aξi∇TS,R〉 = 0.

This shows that, at least for S, T ∈ Γ(∆), the Codazzi equation for Aξi is valid.

Now, suppose Z = X ∈ Γ(∆⊥) and W = T ∈ Γ(∆). Then, from the definition of the

connection ∇̂, the fact that ξi is parallel along ∆ and the definition Aξi , we get

(∇XAξi)T − (∇TAξi)X − A∇̂XξiT + A∇̂T ξiX

= −(A− λI)Di∇XT −∇T (A− λI)DiX + (A− λI)Di∇TX − λωi(X)T.

Taking the inner product with S ∈ Γ(∆), the definition of the one-form ωi, and using

equation (1.6), we get

〈(A− λI)DiX,∇TS〉 − λωi(X) 〈T, S〉

= 〈T, S〉 〈(A− λI)DiX, δ〉 − λωi(X) 〈T, S〉

= −〈T, S〉 〈DiX, gradλ〉 − λωi(X) 〈T, S〉

= 0.

For the horizontal component, we must prove

(A− λI)DiCTX −
(
∇h
T (A− λI

)
Di)X = 0.

Now,

∇h
T (A− λI)Di = ∇h

TADi − λ∇h
TDi

= (∇h
TA)Di

= (A− λI)CTDi

= (A− λI)DiCT

where we have used that λ is Dupin, equation (3.1) and item (iii). Therefore, the hori-

zontal and vertical components are zero, which proves the equation for X ∈ X(M) and
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T ∈ Γ(∆).

The last case is when X, Y ∈ Γ(∆⊥). On one hand, working on one side of the Codazzi

equation we get

A∇̂XξiY − A∇̂Y ξiX = ωi(X)AY − ωi(X)AζY + (−1)jψ(X)AξjY

− ωi(Y )AX + ωi(Y )AζX − (−1)jψ(Y )AξjX

= λωi(X)Y − λωi(Y )X + (−1)j(A− λI) (ψ(X)DjY − ψ(Y )DjX)

= −DiX(λ)Y +DiY (λ)X + (−1)j(A− λI) (ψ(X)DjY − ψ(Y )DjX)

= (X ∧ Y )Dt
igradλ+ (−1)j(A− λI) (ψ(X)DjY − ψ(Y )DjX) .

On the other hand, from item (iv), we already have the left part of the equation:

(∇XAξi)Y − (∇YAξi)X = (X ∧ Y )Dt
igradλ+ (−1)j(A− λI)(ψ(X)DjY − ψ(Y )DjX).

Comparing both sides of the equation, we conclude that the Codazzi equation for Aξi has

been proved.

Now, let us move on to the Ricci equations. Let us start with the Ricci equation for

µ and ζ. Since Aµ = A and Aζ = (A − λI) commute, we have 〈[Aµ, Aζ ]Z,W 〉 = 0. On

the other hand, from the definition of the connection ∇̂ we have

〈
R̂(Z,W )µ, ζ

〉
=
〈
∇̂Z∇̂Wµ, ζ

〉
−
〈
∇̂W ∇̂Zµ, ζ

〉
−
〈
∇̂[Z,W ]µ, ζ

〉
=
〈
∇̂Z

(
− ω1(W )ξ1 − ω2(W )ξ2 − λ−1W (λ)ζ

)
, ζ
〉

−
〈
∇̂W

(
− ω1(Z)ξ1 − ω2(Z)ξ2 − λ−1Z(λ)ζ

)
, ζ
〉
− λ−1[Z,W ](λ)

= −ω1(W )ω1(Z)− ω2(W )ω2(Z)− λ−2Z(λ)W (λ) + λ−1ZW (λ)

+ ω1(Z)ω1(W ) + ω2(Z)ω2(W ) + λ−2W (λ)Z(λ)− λ−1WZ(λ)

− λ−1[Z,W ](λ)

= 0,

for all Z, W ∈ X(M). Combining both equations, we have shown that the Ricci equation

for µ and ζ is valid.

Let us prove the Ricci equation for Aµ and Aξi . First, let us prove for X, Y ∈ Γ(∆⊥).

Using the symmetry of A and (A− λI)Di, on one hand we have

〈[Aξi , Aµ]X, Y 〉 = 〈AX, (A− λI)DiY 〉 − 〈(A− λI)DiX,AY 〉 .
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This expression is given by item (v). On the other hand, from the definition of the

connection ∇̂ and the definition of the one forms ωi we get

〈
R̂(X, Y )ξi, µ

〉
=
〈
∇̂X∇̂Y ξi, µ

〉
−
〈
∇̂Y ∇̂Xξi, µ

〉
−
〈
∇̂[X,Y ]ξi, µ

〉
(3.51)

= Xωi(Y ) + ωi(Y )
〈
∇̂X(µ− ζ), µ

〉
+ (−1)jψ(Y )

〈
∇̂Xξj, µ

〉
− Y ωi(X)− ωi(X)

〈
∇̂Y (µ− ζ), µ

〉
− (−1)jψ(X)

〈
∇̂Y ξj, µ

〉
− ωi([X, Y ])

= Xωi(Y ) + ωi(Y )λ−1X(λ) + (−1)jψ(Y )ωj(X)

− Y ωi(X)− ωi(X)λ−1Y (λ)− (−1)jψ(X)ωj(Y )− ωi([X, Y ])

Simplifying further the above equation, this time using the definition of the one-forms ωi,

we get

〈
R̂(X, Y )ξi, µ

〉
= −X(λ−1 〈DiY, gradλ〉)− λ−2 〈DiY, gradλ〉X(λ)

− (−1)jλ−1ψ(Y ) 〈DjX, gradλ〉+ Y (λ−1 〈DiX, gradλ〉)

+ λ−2 〈DiX, gradλ〉Y (λ) + (−1)jλ−1ψ(X) 〈DjY, gradλ〉

− ωi([X, Y ])

= −λ−1 〈∇XDiY, gradλ〉 − λ−1Hessλ(X,DiY )

+ λ−1 〈∇YDiX, gradλ〉+ λ−1Hessλ(Y,DiX)− ωi([X, Y ])

+ (−1)jλ−1ψ(X) 〈DjY, gradλ〉 − (−1)jλ−1ψ(Y ) 〈DjX, gradλ〉

Therefore,

〈
R̂(X, Y )ξi, µ

〉
= λ−1 (〈(∇YDi)X − (∇XDi)Y, gradλ〉)

+ λ−1 (Hessλ(Y,DiX)− Hessλ(X,DiY ))

+ λ−1
(
(−1)jψ(X) 〈DjY, gradλ〉 − (−1)jψ(Y ) 〈DjX, gradλ〉

)
.

Comparing the expression given in item (v) and the equation above we conclude that the

Ricci equation is valid for ξi and µ for X, Y ∈ Γ(∆⊥).

Now for X ∈ Γ(∆⊥) and T ∈ Γ(∆), we have, on one hand,

〈[Aξi , Aµ]X,T 〉 = 0

while, on the other hand, from the fourth equality in equation (3.51),

〈
R̂(X,T )ξi, µ

〉
= −Tωi(X)− ωi([X,T ]).
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From the definition of the one-form ωi, ∇h
TDiX = Di∇h

TX and the fact that CT and Di

commute, we get

−Tωi(X)− ωi([X,T ]) = T

(
1

λ
〈DiX, gradλ〉

)
+

1

λ
〈Di[X,T ], gradλ〉

=
1

λ
(〈∇TDiX, gradλ〉+ Hessλ(T,DiX) + 〈Di[X,T ], gradλ〉)

=
1

λ
(DiXT (λ)− 〈∇DiXT, gradλ〉+ 〈Di∇XT, gradλ〉)

=
1

λ
(〈CTDiX, gradλ〉 − 〈DiCTX, gradλ〉) = 0.

Lastly, for T and S ∈ Γ(∆), on one hand, 〈[Aξi , Aµ]T, S〉 = 0 because kerAξi = ∆.

On the other hand,
〈
R̂(T, S)ξi, µ

〉
= 0 because ξi is parallel along ∆ and [T, S] ∈ Γ(∆).

Now, let us move forward to the Ricci equation between Aξ1 and Aξ2 . We have

〈
R̂(Z,W )ξ1, ξ2

〉
=
〈
∇̂Z∇̂W ξ1, ξ2

〉
−
〈
∇̂W ∇̂Zξ1, ξ2

〉
−
〈
∇̂[Z,W ]ξ1, ξ2

〉
= ω1(W )

〈
∇̂Z(µ− ζ), ξ2

〉
+ Zψ(W )− ω1(Z)

〈
∇̂W (µ− ζ), ξ2

〉
−Wψ(Z)− ψ([Z,W ])

= dψ([Z,W ]).

If Z orW belongs to Γ(∆), then item (vi) proves the Ricci equation since 〈[Aξ1 , Aξ2 ]Z,W 〉 =

0. If both Z = X and W = Y belong to Γ(∆⊥), then item (vii) proves the Ricci equation

of Aξ1 and Aξ2 ,

Lastly, we will show that the Ricci equation for Aζ and Aξi is equivalent to the Ricci

equation for Aµ and Aξi . On one hand, we have

〈
R̂(X, Y )ξi, ζ

〉
=
〈
∇̂X∇̂Y ξi, ζ

〉
−
〈
∇̂Y ∇̂Xξi, ζ

〉
−
〈
∇̂[X,Y ]ξi, ζ

〉
=
〈
∇̂X

(
ωi(Y )(µ− ζ) + (−1)jψ(Y )ξj

)
, ζ
〉

−
〈
∇̂Y

(
ωi(X)(µ− ζ) + (−1)jψ(X)ξj

)
, ζ
〉
− ωi([X, Y ])

= Xωi(Y ) + ωi(Y )
〈
∇̂X(µ− ζ), ζ

〉
+ (−1)jψ(Y )

〈
∇̂Xξj, ζ

〉
− Y ωi(X)− ωi(X)

〈
∇̂Y (µ− ζ), ζ

〉
− (−1)jψ(X)

〈
∇̂Y ξj, ζ

〉
− ωi([X, Y ])

= Xωi(Y ) + ωi(Y )λ−1X(λ) + (−1)jψ(Y )ωj(X)

− Y ωi(X)− ωi(X)λ−1Y (λ)− (−1)jψ(X)ωj(Y )

− ωi([X, Y ]).
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If we compare this expression with the equation (3.51) we conclude that

〈
R̂(X, Y )ξi, µ

〉
=
〈
R̂(X, Y )ξi, ζ

〉
.

On the other hand,

〈[Aξi , Aζ ]X, Y 〉 = 〈[Aξi , A− λI]X, Y 〉 = 〈[Aξi , Aµ]X, Y 〉 .

So, we have finished proving all the Ricci equations.

Using the Fundamental Theorem of Submanifolds (Theorem 1.25 in [8]), there exist

an isometric immersion F̃ : Mn → Ln+4 and a vector bundle isometry Φ : E → NF̃M

such that

Φ ◦ α̂ = αF̃ and Φ∇̂ = ∇⊥Φ.

Moreover, the vector field ρ = λ−1Φ(ζ − µ) satisfies

λ(F̃ ∗∇̃)Xρ = λX(λ−1)Φ(ζ − µ) + (F̃ ∗∇̃)XΦ(ζ − µ)

= −λ−1X(λ)Φ(ζ − µ)− F̃∗AΦ(ζ−µ)X +∇⊥XΦ(ζ − µ)

= −X(λ)ρ− F̃∗Aζ−µX + Φ∇̂X(ζ − µ)

= −X(λ)ρ+ λF̃∗X + λ−1X(λ)Φ(ζ − µ)

= λF∗X

for all X ∈ X(M). Therefore,

(F̃ ∗∇̃)X(F̃ − ρ) = 0

for all X ∈ X(M), and hence F̃ − ρ is a constant vector P0 ∈ Ln+4. It follows that

〈
F̃ − P0, F̃ − P0

〉
=
〈
ρ, ρ
〉

= λ−2
〈
ζ − µ, ζ − µ

〉
= 0,

that is, F̃ takes values in P0 +Vn+3. Without loss of generality, suppose P0 = 0, otherwise

redefine F̃ by F̃−P0. Thus, F̃ gives rise to a conformal immersion f̃ = C(F̃ ) : Mn → Rn+2

by Proposition 1.4. From now and until we finish the proof, without loss of generality we

identify the vectors in E with those in NF̃M .

Now it is time to prove the last statement of Proposition 3.2. First, suppose that

distinct triples (D1, D2, ψ) and (D̂1, D̂2, ψ̂) give rise to congruent conformal immersions

f̃ and g̃. Then, by Proposition 2.1, their isometric light-cone representatives F̃ and

G̃ are congruent isometric immersions, that is, there exist T ∈ O+
1 (m + 4) such that
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G̃ = T ◦ F̃ . Hence, αG̃ = T ◦ αF̃ and from Exercise 1.6 in [8], ∇̂⊥T = T∇⊥. From the

equality regarding second fundamental forms applied to (T, T ) ∈ ∆×∆ we conclude that

T (µ) = µ̂. Taking into account the last fact, from the equality G̃ = T ◦F̃ we get T (ζ) = ζ̂.

Now, from

〈
AG̃T (ξi)

X, Y
〉

=
〈
αG̃(X, Y ), T (ξi)

〉
=
〈
αF̃ (X, Y ), ξi

〉
=
〈
AF̃ξiX, Y

〉
and the uniqueness of the sections ξ̂i such that detDξ̂i

= 1/2, we conclude that T (ξi) = ξ̂i

and Di = D̂i. From ∇̂⊥T = T∇⊥ we conclude that ψ and ψ̂ must be also equal, a

contradiction.

For the converse, suppose non-congruent conformal immersions f̃ and g̃ have the same

triples. From the uniqueness of the frame ξ1 and ξ2, define T : NF̃M → NG̃M such that

T (µ) = µ̂, T (ξi) = ξ̂i and T (ζ) = ζ̂. Since we have same triples, we have ∇̂⊥T = T∇⊥

and αG̃ = T ◦ αF̃ . Therefore, the isometric light-cone representatives are congruent, a

contradiction.

The only thing left to prove is that the conformal immersion f̃ = C(F̃ ) is a genuine

deformation of f . For that we must use item (ix). Before doing so, we need to prove a

lemma.

Lemma 3.13. Let F̃ : Mn → Vn+3 ⊂ Ln+4 the isometric immersion that comes from

the triple (D1, D2, ψ). If f̃ = C(F̃ ) is not a genuine deformation of f , then there exist an

orthonormal frame {ξ1, ξ2} of P = {µ, ζ}⊥ such that Dξ1 = I and rankDξ2 ≤ 1.

Proof. Assume that f̃ is not a genuine conformal deformation of f . Then, by Proposition

2.1, there exist an open set U ⊂ Mn and an isometric immersion H : W → Vn+3, with

W ⊃ F (U) open in Vn+2, such that F̃ |U = H ◦ F |U . Without loss of generality, we will

suppose U = Mn. Because Mn has been endowed with the metric induced by f , by

Proposition 1.4 the isometric light-cone representative of f is given by F = Ψ ◦ f . We

conclude that there exists an isometric immersion T = H ◦Ψ : V ⊂ Rn+1 → Vn+3 ⊂ Ln+4

such that F̃ = T ◦ f .

Since T is an isometric immersion into the light-cone, the position vector field T is a

section of its normal bundle NTRn+1. Complete it to a pseudo-orthonormal frame {ρ, T, ζ̃}
of Γ(NTRn+1), where ζ̃ is a light-like vector field such that

〈
ζ̃ , T

〉
= 1. We can associate

to this frame an orthonormal frame given by{
ρ,
T + ζ̃√

2
,
T − ζ̃√

2

}
.
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From the Gauss equation of the isometric immersion T , we get that αT is flat. Since〈
αT (Z,W ), T

〉
= −〈Z,W 〉, for all Z, W ∈ X(Rn+1), then N (αT ) = {0}. Using the Main

Lemma bis 2.6 we conclude that

dim Ω = dim
(
S(αT ) ∩ S(αT )⊥

)
= 1.

Let

W1 = span

{
ρ,
T + ζ̃√

2

}
and W2 = span

{
T − ζ̃√

2

}
be subspaces of NTRn+1 and observe that the projections Pi : NTRn+1 → Wi, for i = 1, 2

restricted to Ω are isomorphisms onto their images. Then, by dimensional reasons, P2|Ω
is an isomorphism.

Let β ∈ Ω such that P2(β) = (T − ζ̃)/
√

2. From the definition, we have that β is a

light-like vector field with ATβ = 0. In terms of the orthonormal frame, we have

β = cos θρ+ sin θ
T + ζ̃√

2
+
T − ζ̃√

2
,

where θ ∈ [0, 2π). Let us rearrange our original orthonormal frame to another orthonormal

frame {γ, δ, γ̃}, where

γ = cos θρ+ sin θ
T + ζ̃√

2
, δ = − sin θρ+ cos θ

T + ζ̃√
2

and γ̃ =
T − ζ̃√

2
.

The shape operators of the immersion T with respect to the elements of this frame have

some interesting properties. First, since β = γ+ γ̃ and ATβ = 0, then ATγ = −ATγ̃ . Second,

because

αT (Z,W ) =
〈
ATδ Z,W

〉
δ +

〈
ATγZ,W

〉
γ −

〈
ATγ̃Z,W

〉
γ̃

=
〈
ATδ Z,W

〉
δ +

〈
ATγZ,W

〉
β,

where Z, W ∈ X(Rn+1), using the Main Lemma bis 2.6 we conclude that dim kerATδ = n.

Also, from Proposition 1.2 and the definition of δ and β we have

−〈Z,W 〉 =
〈
ATδ Z,W

〉
〈δ, T 〉+

〈
ATγZ,W

〉
〈β, T 〉 (3.52)

=
cos θ√

2

〈
ATδ Z,W

〉
+

sin θ − 1√
2

〈
ATγZ,W

〉
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If we replace Z, W by f∗X, f∗Y for X, Y ∈ X(M), respectively, in the above equation

we get

−〈f∗X, f∗Y 〉 =
cos θ√

2

〈
ATδ f∗X, f∗Y

〉
+

sin θ − 1√
2

〈
ATγ f∗X, f∗Y

〉
.

Hence,

− f∗ =
cos θ√

2
(ATδ f∗)

T +
sin θ − 1√

2
(ATγ f∗)

T , (3.53)

where we are decomposing Tf(x)Rn+1 = f∗TxM
n ⊕RN(x) and ZT denotes the projection

onto the first component of the above decomposition for Z ∈ Tf(x)Rn+1.

We have a natural decomposition of NF̃M given by

NF̃M(x) = T∗NfM(x)⊕NTRn+1(f(x)).

So, if η ∈ NTRn+1 is a normal section of T , then η ◦ f ∈ NF̃M is a normal section of F̃ .

Therefore, {T∗N, (γ ◦ f), (δ ◦ f), (γ̃ ◦ f)} is an orthonormal frame for NF̃M , and in this

frame we have

αF̃ (X, Y ) = T∗α
f (X, Y ) + αT (f∗X, f∗Y ) (3.54)

= 〈AX, Y 〉T∗N +
〈
ATδ f∗Xf∗Y

〉
(δ ◦ f) +

〈
ATγ f∗X, f∗Y

〉
((γ ◦ f) + (γ̃ ◦ f)) .

Since f is an isometric immersion, we get

(ATγ f∗X)T = f∗A
F̃
γ◦fX,

(ATγ f∗X)T = −f∗AF̃γ̃◦fX,

(ATδ f∗X)T = f∗A
F̃
δ◦fX,

(3.55)

From the above identities, we conclude

AF̃γ◦f = −AF̃γ̃◦fX and rankAF̃δ◦f ≤ 1. (3.56)

The normal space of F̃ also has another orthonormal frame, namely the one we used

to define the isometric immersion F̃ , that is, {µ, ξ1, ξ2, ζ}. Our aim now is to find an

expression of F̃ and µ in terms of the other orthonormal frame of NF̃M . The first one is

straight, since

T =

√
2

2
(cos θδ + sin θγ + γ̃)
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and F̃ = T ◦ f , we have

F̃ =

√
2

2
(cos θ(δ ◦ f) + sin θ(γ ◦ f) + (γ̃ ◦ f)) . (3.57)

For the second one, taking into account that f is an isometric immersion, dim ∆ = n− 2

and dim kerATδ = n, there exist T ∈ ∆ of unit length such that f∗T ∈ kerATδ . One one

hand, we have

αF̃ (T, T ) = 〈AT, T 〉µ+ 〈(A− λI)D1T, T 〉 ξ1 + 〈(A− λI)D2T, T 〉 ξ2 − 〈(A− λI)T, T 〉 ζ

= λµ.

On the other hand, using equations (3.52) and (3.54) we get

αF̃ (T, T ) = λT∗N +
〈
ATγ f∗T, f∗T

〉
((γ ◦ f) + (γ̃ ◦ f))

= λT∗N −
√

2

sin θ − 1
((γ ◦ f) + (γ̃ ◦ f)) .

Hence, combining the last two identities, we conclude

µ = T∗N −
√

2

λ(sin θ − 1)
((γ ◦ f) + (γ̃ ◦ f)) . (3.58)

Now that we have expressions for µ and F̃ given in equations (3.57) and (3.58), we can

find out where the Riemannian plane P = {µ, ζ}⊥ is located, since this plane is orthogonal

to µ and F̃ . It is straightforward to verify that

ξ1 = T∗N +

(
λ cos2 θ√

2(1− sin θ)
− λ√

2

)
(γ ◦ f) +

(
λ cos2 θ√

2(1− sin θ)
− λ sin θ√

2

)
(γ̃ ◦ f)

+
λ cos θ√

2
(δ ◦ f)

and

ξ2 =
cos θ

1− sin θ
((γ ◦ f) + (γ̃ ◦ f)) + (δ ◦ f).

is an orthonormal frame for P. From the properties given in equation (3.56), and the fact

that the shape operator of F̃ in the direction T∗N is given by A, we have

AF̃ξ1 = A+
λ√
2

(
(sin θ − 1)AF̃γ◦f + cos θAF̃δ◦f

)
AF̃ξ2 = AF̃δ◦f .
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From equation (3.56) we have that the rank of Dξ2 = (A− λI)Aξ2 is less than or equal to

one. For the other shape operator, from equations (3.53) and (3.55) we obtain

f∗Aξ1 = f∗A+
λ√
2

(
(sin θ − 1)f∗A

F̃
γ◦f + cos θf∗A

F̃
δ◦f

)
= f∗A+

λ√
2

(
(sin θ − 1)(ATγ f∗)

T + cos θ(ATδ f∗)
T
)

= f∗A+
λ√
2

(−
√

2f∗)

= f∗ (A− λI) .

Hence Aξ1 = A− λI and Dξ1 = I.

Suppose now that rank D2
1 + D2

2 − I = 2, and assume by contradiction that f̃ is not

a genuine deformation of f . By Lemma 3.13, there exists an orthonormal frame {ξ1, ξ2}
of P such that Dξ1 = I and rankDξ2 ≤ 1. Let θ ∈ [0, π/2] be such that

D1 = cos θDξ1 + sin θDξ2

and

D2 = − sin θDξ1 + cos θDξ2 ,

where D1 and D2 are our tensors with determinant 1/2. Then,

D2
1 +D2

2 − I = cos2 θD2
ξ1

+ sin2 θD2
ξ2

+ cos θ sin θDξ1Dξ2 + cos θ sin θDξ2Dξ1

+ sin2 θD2
ξ1

+ cos2 θD2
ξ2
− cos θ sin θDξ1Dξ2 − cos θ sin θDξ2Dξ1 − I

= D2
ξ2

and this means that rank D2
1 +D2

2 − I < 2, a contradiction. This completes the proof of

Proposition 3.2.





Chapter 4

The Reduction

Let f : Mn → Rn+1 be a hypersurface that is not conformally surface-like and envelops

a two-parameter congruence of hyperspheres s : L2 → Sn+2
1 ⊂ Ln+3. In this chapter, the

problem of finding a pair of tensors (D1, D2) and a one-form ψ on Mn satisfying all the

conditions in Proposition 3.2 is reduced to a similar but easier one on the surface L2. Lets

begin with some definitions.

Let π : M → L be a submersion. A vector field X ∈ X(M) is projectable if it is

π-related to a vector field X̄ ∈ X(L). A tensor D on M is projectable if there exist a

tensor D̄ on L such that D̄ ◦ π∗ = π∗ ◦D. Similarly, a one-form ω on M is projectable if

there exist a one-form ω̄ on L such that ω̄ ◦ π∗ = ω.

We will need the following results, which give conditions for tensors and one-forms to

be projectable.

Proposition 4.1 (Corollary 11.6 in [8]). Let ∆ be an integrable distribution on a Rie-

mannian manifold M and let L = M/∆ be the (local) quotient space of leaves of ∆. A

tensor D ∈ Γ(End(∆⊥)) is projectable if and only if

∇h
TD = [D,CT ]

for all T ∈ Γ(∆).

Proposition 4.2 (Corollary 12 in [12]). Let ∆ be an integrable distribution on a differ-

entiable manifold M , let L = M/∆ be the (local) quotient space of leaves of ∆ and let

π : M → L be the quotient map. Then a one-form ω on M is projectable if and only if

ω(T ) = 0 and dω(T,X) = 0 for any T ∈ ∆ and X ∈ ∆⊥.

The reduction lemma is as follows.

123
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Lemma 4.3. Let f : Mn → Rn+1 be a hypersurface that is not conformally surface-like

and envelops a two-parameter congruence of hyperspheres s : L2 → Qn+2
1,1 ⊂ Ln+3. Let ∆

be the eigenbundle of f correspondent to its principal curvature λ of multiplicity n − 2.

If f is hyperbolic (respectively, elliptic) with respect to J ∈ Γ(End(∆⊥)) and there exists

a triple (D1, D2, ψ) with D1,D2 ∈ Γ(End(∆⊥)), D1, D2 ∈ span {I, J}, and ψ a one-form

on Mn satisfying (i)-(ix) in Proposition 3.2, then J , D1 and D2 are the horizontal lifts of

tensors J̄ , D̄1, D̄2 ∈ span{Ī , J̄} on L2, with J̄2 = I (respectively, J̄2 = −I) and ψ is the

horizontal lift of a one-form ψ̄ on L2 such that s is hyperbolic (respectively, elliptic) with

respect to J̄ and the triple (D̄1, D̄2, ψ̄) satisfies:

(a) det D̄i = 1/2,

(b) (∇′XD̄i)Y − (∇′Y D̄i)X = (−1)j
(
(ψ̄(X)D̄jY − ψ̄(Y )D̄j(X)

)
,

(c) dψ̄(X, Y ) =
〈
D̄2X, D̄1Y

〉′ − 〈D̄1X, D̄2Y
〉′

,

(d) D̄2
2 6= ±D̄2

1,

(e) rank (D̄2
1 + D̄2

2 − Ī) = 2.

Conversely, if s : L2 → Qn+2
1,1 ⊂ Ln+3 is hyperbolic (respectively, elliptic) with respect

to a tensor J̄ on L2 satisfying J̄2 = Ī (respectively, J̄2 = −Ī), then the hypersurface

f is hyperbolic (respectively, elliptic) with respect to the horizontal lift J of J̄ , and the

horizontal lifts D1 and D2 of tensors D̄1, D̄2 ∈ span{Ī , J̄} and the one-form ψ = ψ̄ ◦ π∗
satisfying items (a) to (e) have all the properties (i) to (ix) in Proposition 3.2.

Proof. Conditions (i) and (vi) of Proposition 3.2, together with Proposition 4.2, assure us

that the one-form ψ is projectable with respect to the canonical projection π : M → L2

onto the (local) quotient of leaves of the distribution ∆, that is, there exists a one-form

ψ̄ on L2 such that

ψ̄ ◦ π∗ = ψ.

The tensors D1 and D2 are also projectable, because of item (iii) of Proposition 3.2

and Proposition 4.1, that is, there exist tensors D̄1 and D̄2 on L2 such that

D̄1 ◦ π∗ = π∗ ◦D1 and D̄2 ◦ π∗ = π∗ ◦D2. (4.1)

From item (iii) we have that the tensors Di commute with the tensors CT . Since the

tensors Di are generated by the endomorphisms I and J , and taking into account item

(viii), at least one Di is of the form Di = aiI + biJ with bi not null. It follows that CT
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and J commute, or equivalently, [CT , J ] = 0. The fact that f : Mn → Rn+1 is hyperbolic

or elliptic gives us that ∇h
TJ = 0. Therefore J is projectable onto J̄ , with

π∗ ◦ J = J̄ ◦ π∗.

Since Di ∈ span{I, J} and Di, I and J are projectable onto D̄i, Ī and J̄ , respectively, we

get that D̄i ∈ span{Ī , J̄}. Because f : Mn → Rn+1 is hyperbolic or elliptic, we have that

J2 = εI, where ε = 1, if f is hyperbolic, and ε = −1, if f is elliptic. Then,

J̄2X̄ = π∗J
2X = επ∗X = εX̄.

Hence J̄2 = εĪ, with ε = 1, if f is hyperbolic, and ε = −1, if f is elliptic.

The linear operator π∗|∆⊥ is an isomorphism, so items (a), (d) and (e) follow without

trouble from (4.1). Essentially, Di is indistinguishable from D̄i.

Let S : Mn → Qn+2
1,1 ⊂ Ln+3 be the two-parameter congruence of hyperspheres en-

veloped by f , so that S = s ◦ π. Then, the proof of Proposition 1.3 gives us that

S(x) = Ψ∗(f(x))N(x) + λ(x)Ψ(f(x)). (4.2)

Differentiating the equation (4.2) with respect to Y ∈ Γ(∆⊥) we obtain

S∗Y = (Ψ ◦ f)∗∇̃Y S (4.3)

= (Ψ ◦ f)∗∇̃Y (Ψ∗ ◦ f)N + Y (λ)Ψ ◦ f + λΨ∗f∗Y

= Ψ∗∇̃f∗Y Ψ∗N + Y (λ)Ψ ◦ f + λΨ∗f∗Y

= Ψ∗f
∗∇̄YN + αΨ(f∗Y,N) + Y (λ)Ψ ◦ f + λΨ∗f∗Y

= −Ψ∗f∗AY + Y (λ)Ψ ◦ f + λΨ∗f∗Y

= −Ψ∗f∗(A− λI)Y + Y (λ)Ψ ◦ f.

Replacing Y by DiY in (4.3) we get

Ψ∗f∗(A− λI)DiY = 〈DiY, gradλ〉Ψ ◦ f − S∗DiY. (4.4)

This equation and the one before it will give us two ways of differentiating vector fields

of the form Ψ∗f∗(A − λI)X, for X ∈ X(M). Comparing both expressions will give us

the results we seek. So, differentiating one more time the equation (4.4) with respect to
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X ∈ Γ(∆⊥) yields

(Ψ ◦ f)∗∇̃XΨ∗f∗(A− λI)DiY = 〈∇XDiY, gradλ〉Ψ ◦ f (4.5)

+ Hessλ(X,DiY )Ψ ◦ f + 〈DiY, gradλ〉Ψ∗f∗X − (Ψ ◦ f)∗∇̃XS∗DiY.

Let i : Qn+2
1,1 → Ln+3 be the inclusion. If we denote the vector field S∗DiY and s∗D̄iπ∗Y

by g : Mn → Ln+3 and h : L2 → Ln+3, respectively, then g = h ◦ π. If 〈·, ·〉′ is the metric

on L2 induced by s and ∇′ its Levi-Civita connection, we then get

(Ψ ◦ f)∗∇̃XS∗DiY = X(g) (4.6)

= π∗X(h)

= (i ◦ s)∗∇̃π∗Xs∗D̄iπ∗Y

= s∗∇̃π∗Xs∗D̄iπ∗Y −
〈
π∗X, D̄iπ∗Y

〉′
s ◦ π

= s∗∇′π∗XD̄iπ∗Y + α′(π∗X, D̄iπ∗Y )−
〈
π∗X, D̄iπ∗Y

〉′
s ◦ π,

where X, Y ∈ Γ(∆⊥) are projectable vector fields. Because we have endowed L2 with the

metric induced by s, Ψ and f are isometric immersions, and equation (4.3) we obtain

〈
π∗X, D̄iπ∗Y

〉′
=
〈
s∗π∗X, s∗D̄iπ∗Y

〉
(4.7)

= 〈X(λ)Ψ ◦ f −Ψ∗f∗(A− λI)X,DiY (λ)Ψ ◦ f −Ψ∗f∗(A− λI)DiY 〉

= 〈(A− λI)X, (A− λI)DiY 〉 .

Therefore, replacing into equation (4.5) the equations (4.6) and (4.7),

(Ψ ◦ f)∗∇̃XΨ∗f∗(A− λI)DiY (4.8)

= 〈∇XDiY, gradλ〉Ψ ◦ f + Hessλ(X,DiY )Ψ ◦ f + 〈DiY, gradλ〉Ψ∗f∗X

− s∗∇′π∗XD̄iπ∗Y − α′(π∗X, D̄iπ∗Y ) + 〈(A− λI)X, (A− λI)DiY 〉 (Ψ∗N + λ(Ψ ◦ f)).

Hence,

(Ψ ◦ f)∗∇̃XΨ∗f∗(A− λI)DiY − (Ψ ◦ f)∗∇̃Y Ψ∗f∗(A− λI)DiX (4.9)

= 〈∇XDiY, gradλ〉Ψ ◦ f + Hessλ(X,DiY )Ψ ◦ f + 〈DiY, gradλ〉Ψ∗f∗X

− s∗∇′π∗XD̄iπ∗Y − α′(π∗X, D̄iπ∗Y ) + 〈(A− λI)X, (A− λI)DiY 〉 (Ψ∗N + λ(Ψ ◦ f)).

− 〈∇YDiX, gradλ〉Ψ ◦ f − Hessλ(Y,DiX)Ψ ◦ f − 〈DiX, gradλ〉Ψ∗f∗Y

+ s∗∇′π∗Y D̄iπ∗X + α′(π∗Y, D̄iπ∗X)− 〈(A− λI)Y, (A− λI)DiX〉 (Ψ∗N + λ(Ψ ◦ f)).
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On the other hand, using the formula for the second fundamental form of Ψ given in

equation (1.12), together with equation (4.4), it follows that

(Ψ ◦ f)∗∇̃XΨ∗f∗(A− λI)DiY (4.10)

= Ψ∗f
∗∇̄Xf∗(A− λI)DiY + αΨ(f∗X, f∗(A− λI)DiY )

= Ψ∗f∗∇X(A− λI)DiY + 〈AX, (A− λI)DiY 〉Ψ∗N − 〈X, (A− λI)DiY 〉w

= Ψ∗f∗(∇X(A− λI)Di)Y + Ψ∗f∗(A− λI)Di∇XY + 〈AX, (A− λI)DiY 〉Ψ∗N

− 〈X, (A− λI)DiY 〉w

= Ψ∗f∗(∇X(A− λI)Di)Y + 〈Di∇XY, gradλ〉Ψ ◦ f − S∗Di∇XY

+ 〈AX, (A− λI)DiY 〉Ψ∗N − 〈X, (A− λI)DiY 〉w

= Ψ∗f∗(∇X(A− λI)Di)Y + 〈Di∇XY, gradλ〉Ψ ◦ f − s∗D̄iπ∗∇XY

+ 〈AX, (A− λI)DiY 〉Ψ∗N − 〈X, (A− λI)DiY 〉w.

Hence,

(Ψ ◦ f)∗∇̃XΨ∗f∗(A− λI)DiY − (Ψ ◦ f)∗∇̃Y Ψ∗f∗(A− λI)DiX (4.11)

= Ψ∗f∗ ((∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X) + 〈Di[X, Y ], gradλ〉Ψ ◦ f

− s∗D̄iπ∗[X, Y ] + (〈AX, (A− λI)DiY 〉 − 〈AY, (A− λI)DiX〉) Ψ∗N

− (〈X, (A− λI)DiY 〉 − 〈Y, (A− λI)DiX〉)w.

As mentioned before, comparing the expressions just obtained in equations (4.9) and

(4.11), we get

Ψ∗f∗B(X, Y ) + θ(X, Y )Ψ∗N + ϕ(X, Y )Ψ ◦ f − λ−1θ(X, Y )w (4.12)

= s∗((∇′π∗Y D̄i)π∗X − (∇′π∗XD̄i)π∗Y ) + α′(π∗Y, D̄iπ∗X)− α′(π∗X, D̄iπ∗Y )

where

B(X, Y ) = (∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X −X ∧ Y (Dt
igradλ),

θ(X, Y ) = λ(〈X, (A− λI)DiY 〉 − 〈Y, (A− λI)DiX〉),

ϕ(X, Y ) = 〈(∇YDi)X − (∇XDi)Y, gradλ〉+ Hessλ(DiX, Y )− Hessλ(X,DiY )

− λ(〈(A− λI)X, (A− λI)DiY 〉 − 〈(A− λI)DiX, (A− λI)Y 〉),
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for all X, Y ∈ Γ(∆⊥) that are projectable.

Notice that, in proving the identity in equation (4.12), we have only used that Di are

projectable onto D̄i and the formula of the congruence of hyperspheres given in equation

(4.2). Let us now use the properties that f and the triple (D1, D2, ψ) satisfy.

From equation (3.1), we get the symmetry of (A− λI)CT . Because f is hyperbolic or

elliptic and not surface-like we have that there exist T ∈ ∆, such that CT = aI + bJ with

b not null, hence the operator (A − λI)J is symmetric. Since Di ∈ span {I, J}, we get

that (A− λI)Di are symmetric. From the last fact, items (iv) and (v) of Proposition 3.2

and equation (4.12) we obtain

(−1)jΨ∗f∗(A− λI)(ψ(X)DjY − ψ(Y )DjX) (4.13)

+ ((−1)jψ(Y ) 〈DjX, gradλ〉 − (−1)jψ(X) 〈DjY, gradλ〉)Ψ ◦ f

= s∗((∇′π∗Y D̄i)π∗X − (∇′π∗XD̄i)π∗Y ) + α′(π∗Y, D̄iπ∗X)− α′(π∗X, D̄iπ∗Y ).

From equation (4.3) we get

(−1)jψ(X)(〈DjY, gradλ〉Ψ ◦ f − S∗DjY )− (−1)jψ(Y )(〈DjX, gradλ〉Ψ ◦ f − S∗DjX)

+ ((−1)jψ(Y ) 〈DjX, gradλ〉 − (−1)jψ(X) 〈DjY, gradλ〉)Ψ ◦ f

= s∗((∇′π∗Y D̄i)π∗X − (∇′π∗XD̄i)π∗Y ) + α′(π∗Y, D̄iπ∗X)− α′(π∗X, D̄iπ∗Y ),

so, simplifying, we end up with

(−1)jψ̄(π∗Y )s∗D̄jπ∗X − (−1)jψ̄(π∗X)s∗D̄jπ∗Y

= s∗((∇′π∗Y D̄i)π∗X − (∇′π∗XD̄i)π∗Y ) + α′(π∗Y, D̄iπ∗X)− α′(π∗X, D̄iπ∗Y ).

Comparing the tangent and normal components we get the identities

(∇′π∗Y D̄i)π∗X − (∇′π∗XD̄i)π∗Y = (−1)jψ̄(π∗Y )D̄jπ∗X − (−1)jψ̄(π∗X)D̄jπ∗Y

and

α′(π∗Y, D̄iπ∗X) = α′(π∗X, D̄iπ∗Y ).

The first equation above gives us (b), while the second one means that s is hyperbolic or

elliptic with respect to J̄ , because D̄i ∈ span{Ī , J̄}.

The only thing left to prove is condition (c). Using that ψ is projectable onto ψ̄, item
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(vii) of Proposition 3.2 and equation (4.4) we obtain

dψ̄(X̄, Ȳ ) = dψ(X, Y ) (4.14)

= 〈[(A− λI)D1, (A− λI)D2]X, Y 〉

= 〈(A− λI)D2X, (A− λI)D1Y 〉 − 〈(A− λI)D1X, (A− λI)D2Y 〉

= 〈〈D2X, gradλ〉Ψ ◦ f − S∗D2X, 〈D1Y, gradλ〉Ψ ◦ f − S∗D1Y 〉

− 〈〈D1X, gradλ〉Ψ ◦ f − S∗D1X, 〈D2Y, gradλ〉Ψ ◦ f − S∗D2Y 〉

= 〈S∗D2X,S∗D1Y 〉 − 〈S∗D1X,S∗D2Y 〉

=
〈
D̄2X̄, D̄1Ȳ

〉′ − 〈D̄1X̄, D̄2Ȳ
〉′
.

This completes the proof of the direct statement.

Let us now prove the converse. As was mentioned after we showed equation (4.12),

we can use it in the proof of the converse statement. Using it, and taking into account

condition (b) and the fact that s is hyperbolic or elliptic, we have

Ψ∗f∗B(X, Y ) + θ(X, Y )Ψ∗N + ϕ(X, Y )Ψ ◦ f − λ−1θ(X, Y )w (4.15)

= s∗((∇′π∗Y D̄i)π∗X − (∇′π∗XD̄i)π∗Y ) + α′(π∗Y, D̄iπ∗X)− α′(π∗X, D̄iπ∗Y )

= (−1)js∗
(
ψ̄(π∗Y )D̄j(π∗X)− ψ̄(π∗X)D̄jπ∗Y

)
= (−1)j (ψ(Y )S∗DjX − ψ(X)S∗DjY ) .

From equation (4.4) we have

(−1)j (ψ(Y )S∗DjX − ψ(X)S∗DjY )

= (−1)jψ(Y ) (〈DjX, gradλ〉Ψ ◦ f −Ψ∗f∗(A− λI)DjX〉

− (−1)jψ(X) (〈DjY, gradλ〉Ψ ◦ f −Ψ∗f∗(A− λI)DjY ) .

Therefore, if we arrange equation (4.15) with this new information, we end up with

Ψ∗f∗B̃(X, Y ) + θ(X, Y )Ψ∗N + ϕ̃(X, Y )Ψ ◦ f − λ−1θ(X, Y )w = 0

where B̃ and ϕ̃ are proper modifications of B and ϕ. Because the above equation is

expressed as an orthogonal decomposition, we conclude that

0 = θ(X, Y ) = λ(〈X, (A− λI)DiY 〉 − 〈Y, (A− λI)DiX〉),

for all projectable vector fields X,Y ∈ Γ(∆⊥). Since θ is a tensor, we conclude that



130 CHAPTER 4. THE REDUCTION

(A− λI)Di is symmetric.

Let J ∈ Γ(End(∆⊥)) (respectively, Di ∈ Γ(End(∆⊥)) be the horizontal lift of J̄

(respectively, D̄i) and ψ the horizontal lift of ψ̄. Since D̄1, D̄2 ∈ span {Ī , J̄} and π∗|∆⊥ is

an isomorphism, we have that D1, D2 ∈ span {I, J} and J2 = εI, depending on whether

s is hyperbolic or elliptic. Let us prove that Di and ψ satisfy (i) to (ix), and that f is

hyperbolic (respectively, elliptic) with respect to J . Items (i) and (vii) are clear because

ψ projects to ψ̄. From item (a) we get item (ii), item (e) gives item (ix) and from item

(d) we get item (viii).

To prove item (iii), since Di are projectable tensors, we have

∇h
TDi = [Di, CT ]

for all T ∈ Γ(∆). On the other hand, because of ∇h
TA = ∇h

T (A− λI) and equation (3.1),

we get

∇h
T (A− λI)Di − (A− λI)DiCT

= (∇h
T (A− λI)− (A− λI)CT )Di + (A− λI)(∇h

TDi − [Di, CT ])

= 0.

Hence,

∇h
T (A− λI)Di = (A− λI)DiCT .

In particular, this implies that (A− λI)DiCT is symmetric. Therefore,

(A− λI)DiCT = Ct
TD

t
i(A− λI)

= Ct
T (A− λI)Di

= (A− λI)CTDi.

Since (A− λI) is an isomorphism when restricted to ∆⊥, we obtain item (iii).

Observe that there exists i = 1, 2 such that Di = aiI + biJ with bi not null, otherwise,

D̄1 and D̄2 would be multiples of the identity endomorphism, and from item (a) we

would end up with D̄1 = ±D̄2, a contradiction with item (d). Since [Di, CT ] = 0,

for all T ∈ Γ(∆), it follows that ∇h
TJ = [J,CT ] = 0. Because f is not conformally

surface-like, {I, J} must be linearly independent. If we put J into Jordan canonical form

with the condition J2 = ±I, and see what kind of matrices commute with J , we get

C(Γ(∆)) ≤ span{I, J}. Thus f is hyperbolic (respectively, elliptic) with respect to J .
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Since s is hyperbolic (respectively, elliptic) with respect to J̄ and D̄i ∈ span{Ī , J̄},
then

α′(D̄iπ∗X, π∗Y )− α′(π∗X, D̄iπ∗Y ) = α′((aiĪ + biJ̄)π∗X, π∗Y )− α′(π∗X, (aiĪ + biJ̄)π∗Y )

= bi
(
α′(D̄iπ∗X, π∗Y )− α′(π∗X, D̄iπ∗Y )

)
,

for all X,Y ∈ ∆⊥, where we choose Di such that Di = aiI + biJ with bi not null. Hence,

α′(D̄iπ∗X, π∗Y ) = α′(π∗X, D̄iπ∗Y ).

From equation (4.12), and taking into account that θ is null because of the symmetry of

(A− λI)Di, we get

Ψ∗f∗
(
(∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X −X ∧ Y (Dt

igradλ)
)

(4.16)

+ (〈(∇YDi)X − (∇XDi)Y, gradλ〉+ Hessλ(DiX, Y )− Hessλ(X,DiY )) Ψ ◦ f

− λ (〈(A− λI)X, (A− λI)DiY 〉 − 〈(A− λI)DiX, (A− λI)Y 〉) Ψ ◦ f

= s∗
((
∇′π∗Y D̄i

)
π∗X −

(
∇′π∗XD̄i

)
π∗Y

)
.

Using item (b), equation (4.4), and the fact that D1, D2 and ψ project to D̄1, D̄2 and ψ̄,

respectively, we obtain

s∗
((
∇′π∗Y D̄i

)
π∗X −

(
∇′π∗XD̄i

)
π∗Y

)
(4.17)

= (−1)js∗
(
ψ̄(π∗Y )D̄jπ∗X − ψ̄(π∗X)D̄jπ∗Y

)
= (−1)jψ(Y )S∗DjX − (−1)jψ(X)S∗DjY

= (−1)jψ(Y ) (〈DjX, gradλ〉Ψ ◦ f −Ψ∗f∗(A− λI)DjX)

− (−1)jψ(X) (〈DjY, gradλ〉Ψ ◦ f −Ψ∗f∗(A− λI)DjY ) .

Combining equations (4.16) and (4.17), we get

0 = Ψ∗f∗
(
(∇X(A− λI)Di)Y − (∇Y (A− λI)Di)X −X ∧ Y (Dt

igradλ)
)

+ (−1)jΨ∗f∗(A− λI) (ψ(Y )DjX − ψ(X)DjY )

+ (−1)j (ψ(X) 〈DjY, gradλ〉 − ψ(Y ) 〈DjX, gradλ〉) Ψ ◦ f

+ (〈(∇YDi)X − (∇XDi)Y, gradλ〉+ Hessλ(DiX, Y )− Hessλ(X,DiY )) Ψ ◦ f

− λ (〈(A− λI)X, (A− λI)DiY 〉 − 〈(A− λI)DiX, (A− λI)Y 〉) Ψ ◦ f.
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Taking into account the symmetry of the operator (A−λI)Di, and that the above identity

is expressed in an orthogonal basis, we get items (iv) and (v) of Proposition 3.2. Going

the other way around in equation (4.14) gives us (vii). This concludes the proof.



Chapter 5

The Subset Cs

The aim of this chapter is to characterize hyperbolic or elliptic surfaces s : L2 → Qn+2
1,1 ⊂

Ln+3 that admit a triple (D̄1, D̄2, ψ̄) satisfying items (a) to (e) of Lemma 4.3. We follow

closely the proof of Proposition 9 in [12].

Let us start with the case in which s : L2 → Qn+2
1,1 ⊂ Ln+3 is an hyperbolic surface

with respect to the tensor J̄ . Let (u, v) be coordinates in a neighborhood W of (0, 0)

whose coordinate vector fields {∂u, ∂v} are eigenvectors of J̄ with eigenvalues 1 and −1,

respectively. Since the surface s is hyperbolic,

α′(∂u, ∂v) = α′(J∂u, ∂v) = α′(∂u, J∂v) = −α′(∂u, ∂v),

and hence

α′(∂u, ∂v) = 0.

The coordinates (u, v) are called real-conjugate coordinates . Write

∇∂u∂v = Γ1∂u + Γ2∂v, (5.1)

where Γi are the Christoffel symbols in terms of the frame {∂u, ∂v}. As usual, we denote

F = 〈∂u, ∂v〉, and please do not confuse with the isometric light-cone representative of f .

Define the differential operator

Q(θ) = Hess θ(∂u, ∂v) + Fθ = θuv − Γ1θu − Γ2θv + Fθ. (5.2)

For each pair of smooth functions U = U(u) and V = V (v), define

ϕU(u, v) = U(u)e2
∫ v
0 Γ1(u,s)ds and φV (u, v) = V (v)e2

∫ u
0 Γ2(s,v)ds. (5.3)

133
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These functions satisfy

ϕUv = 2Γ1ϕU and φVu = 2Γ2ψV (5.4)

with initial conditions ϕU(u, 0) = U(u) and φV (0, v) = V (v). In particular, U and V can

be recovered from ϕU and φV . Assume, in addition, that one of the following conditions

holds:

U, V > 0 or 0 < 2ϕU < −(2φV + 1) or 0 < 2φV < −(2ϕU + 1). (5.5)

Under one of these conditions, one can define

ρUV =
√
|2(ϕU + φV ) + 1| (5.6)

and

Cs =
{

(U, V ) : (5.5) holds andQ
(
ρUV

)
= 0
}
.

Now, let us suppose that s : L2 → Qn+2
1,1 is an elliptic surface with respect to a tensor

J . Let (u, v) be coordinates around (0, 0) whose coordinate vector fields satisfy J∂u = ∂v

and J∂v = −∂u. Extend the definition of J , ∇ and αs to the complex field, that is,

J(X + iY ) = JX + iJY,

∇X+iY (Z + iW ) = ∇XZ −∇YW + i∇YZ + i∇XW

and

αs(X + iY, Z + iW ) = αs(X,Z)− αs(Y,W ) + iαs(Y, Z) + iαs(X,W ).

If we define ∂z = (∂u − i∂v)/2 and ∂z̄ = (∂u + i∂v)/2, then we have

J∂z =
J∂u − iJ∂v

2
=
∂v + i∂u

2
=
i(∂u − i∂v)

2
= i∂z

and

J∂z̄ =
J∂u + iJ∂v

2
=
∂v − i∂u

2
=
−i(∂u + i∂v)

2
= −i∂z̄.

Hence, ∂z and ∂z̄ are eigenvectors of the complexified tensor J with eigenvalues i and −i,
respectively, and from the fact that s is elliptic we have

iαs(∂z, ∂z̄) = αs(J∂z, ∂z̄) = αs(∂z, J∂z̄) = −iαs(∂z, ∂z̄),

so, αs(∂z, ∂z̄) = 0. As in the hyperbolic case, the coordinates (u, v) also receive a special
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name: they are called complex-conjugate coordinates .

Let Γjij be the Christoffel symbols symbols of the connection ∇ with respect to the

basis ∂u and ∂v. Then,

∇∂z∂z̄ =
1

4
∇∂u−i∂v(∂u + i∂v),

thus

∇∂z∂z̄ =
1

4
(∇∂u∂u +∇∂v∂v − i∇∂v∂u + i∇∂u∂v)

=
1

4

(
Γ1

11∂u + Γ2
11∂v + Γ1

22∂u + Γ2
22∂v − iΓ1

12∂u − iΓ2
12∂v + iΓ1

12∂u + iΓ2
12∂v

)
=

1

4

((
Γ1

11 + Γ1
22

)
∂u +

(
Γ2

11 + Γ2
22

)
∂v
)

=

(
Γ2

11 + Γ1
22

4
− iΓ

2
11 + Γ2

22

4

)
∂z̄ +

(
Γ2

11 + Γ1
22

4
+ i

Γ2
11 + Γ2

22

4

)
∂z.

Therefore, we can define a complex-valued Christoffel symbol Γ : W ⊂ L2 → C such that

∇∂z∂z̄ = Γ∂z + Γ̄∂z̄.

Set F = 〈∂z, ∂z̄〉, where 〈 , 〉 is the complexified extension of the metric induced by s, and

define the differential operator

Q(θ) = Hess θ(∂z, ∂z̄) + Fθ = θzz̄ − Γθz − Γ̄θz̄ + Fθ,

where θ : W ⊂ L2 → C is a smooth function. For each holomorphic function ζ, let

ϕζ(z, z̄) be the unique complex valued function by

ϕζz̄ = 2Γϕζ and ϕζ(z, 0) = ζ(z).

Assume further that

ϕζ 6= −1

2
and 4Re (ϕζ) + 1 < 0. (5.7)

In this case, define

ρζ =
√
−(4Re (ϕζ) + 1)

and

Cs =
{
ζ holomorphic : equation (5.7) holds and Q(ρζ) = 0

}
.

We are now ready to state and prove the main result of the chapter.
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Proposition 5.1 (Modification of Proposition 9 in [10]). Let s : L2 → Qn+2
1,1 ⊂ Ln+3

be an elliptic or hyperbolic surface. Then there exists a triple (D̄1, D̄2, ψ̄) satisfying all

conditions in Lemma 4.3 if and only if Cs is nonempty. Distinct triples (up to signs and

permutation) give rise to distinct elements of Cs, and conversely.

Proof. We will divide the proof into cases, depending on whether s is hyperbolic or elliptic.

Hyperbolic case

Assume that s is hyperbolic with respect to J̄ , and let (D̄1, D̄2, ψ̄) satisfy all conditions

in Lemma 4.3. Let (u, v) be real-conjugate coordinates whose coordinate vector fields are

eigenvectors of J̄ . Since D̄1, D̄2 ∈ span{Ī , J̄}, they are also eigenvectors of D̄i, 1 ≤ i ≤ 2.

From condition (a), we can suppose that the endomorphisms D̄i are represented in this

basis by
√

2D̄1 =

(
θ1 0

0 1/θ1

)
and

√
2D̄2 =

(
θ2 0

0 1/θ2

)
. (5.8)

From item (e), that is, the assumption that rank D̄2
1 + D̄2

2 − Ī = 2, and

(
√

2D̄1)2 + (
√

2D̄2)2 − 2Ī =

(
θ2

1 + θ2
2 − 2 0

0 1/θ2
1 + 1/θ2

2 − 2

)

we infer that θ2
1 + θ2

2 6= 2 and 1/θ2
1 + 1/θ2

2 6= 2. Also, from item (d), we get θ1 6= ±θ2.

Taking into account that the Lie bracket of coordinate vector fields is zero, the equation

of item (b) can be written as

∇′∂uD̄i∂v −∇′∂vD̄i∂u = (−1)j
(
ψ̄uD̄j∂v − ψ̄vD̄j∂u

)
, i 6= j,

where ψ̄u = ψ̄(∂u) and ψ̄v = ψ̄(∂v). Multiplying both sides of the above equation by
√

2,

and using the information about how the endomorphisms Di act on {∂u, ∂v}, we get

∇′∂uθ
−1
i ∂v −∇′∂vθi∂u = (−1)j

(
ψ̄uθ−1

j ∂v − ψ̄vθj∂u
)
, i 6= j.

Working further on the above equation, we obtain

−(θi)u
θ2
i

∂v + θ−1
i (Γ1∂u + Γ2∂v)− (θi)v∂u − θi(Γ1∂u + Γ2∂v)

= (−1)j
(
ψ̄uθ−1

j ∂v − ψ̄vθj∂u
)
, i 6= j.

From the equality of the components of both sides of the preceding equation with respect
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to the coordinate vector fields, we get that item (b) is equivalent to the system of partial

differential equations
(θi)u
θ2
i

+

(
θi −

1

θi

)
Γ2 = −(−1)j

ψ̄u

θj
, (5.9)

(θi)v +

(
θi −

1

θi

)
Γ1 = (−1)jψ̄vθj, (5.10)

with i 6= j. Defining τi = θ2
i , and multiplying the first equation by −2/θi and the second

equation by 2θi, the preceding system becomes(
1

τi

)
u

+ 2

(
1

τi
− 1

)
Γ2 = 2(−1)j

ψ̄u

θ1θ2

, (5.11)

(τi)v + 2(τi − 1)Γ1 = 2(−1)jψ̄vθ1θ2, 1 ≤ i 6= j ≤ 2. (5.12)

Considering the equation (5.11) for the cases i = 1 and i = 2 and summing them up we

obtain (
1

τ1

+
1

τ2

)
u

+ 2

(
1

τ1

+
1

τ2

− 2

)
Γ2 = 0. (5.13)

With the same procedure, but using instead equation (5.12), we get

(τ1 + τ2)v + 2(τ1 + τ2 − 2)Γ1 = 0. (5.14)

Defining α = τ1 + τ2 and β = 1/τ1 + 1/τ2, the preceding equations can be written as

βu + 2(β − 2)Γ2 = 0 and αv + 2(α− 2)Γ1 = 0. (5.15)

From the definition of τi we have that α, β > 0. Moreover, since θ2
1 6= θ2

2, we have that τ1

and τ2 are distinct real roots of

τ 2 − (τ1 + τ2)τ + τ1τ2 = 0,

or, by expressing in terms of α and β,

τ 2 − ατ + (α/β) = 0.

From the discriminant condition, we get αβ > 4, and τ1 and τ2 can be recovered from α
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and β by solving the second degree polynomial, that is,

2τi = α− (−1)i
√
α

β
(αβ − 4), 1 ≤ i ≤ 2. (5.16)

Since θ2
1 + θ2

2 6= 2 and 1/θ2
1 + 1/θ2

2 6= 2, we have that α 6= 2 and β 6= 2. Then, we can

define

ϕ =
1

α− 2
and φ =

1

β − 2
. (5.17)

From α > 0, β > 0, αβ − 4 > 0,

α = 2 +
1

ϕ
and β = 2 +

1

φ
,

and noticing that ϕ and φ cannot be both negative, we get

0 <
2

ϕ
+

2

φ
+

1

ϕφ
=

1

ϕφ
(2φ+ 2ϕ+ 1) ,

and hence (ϕ, φ) satisfies (5.5). Moreover,

ϕv
ϕ

= − αv
α− 2

and
φu
φ

= − βu
β − 2

,

so, from equation (5.15), we get

ϕv
ϕ

= 2Γ1 and
φu
φ

= 2Γ2.

We still have not used condition (c) in Lemma 4.3. Let us work first on the left side

of item (c). Since the expression of ψ̄ on the basis {∂u, ∂v} is given by

ψ̄ = ψ̄udu+ ψ̄vdv,

differentiating the one-form ψ̄ we get

2dψ̄(∂u, ∂v) = 2(ψ̄vu − ψ̄uv )du ∧ dv(∂u, ∂v) = 2(ψ̄vu − ψ̄uv ).

On the other hand,

〈√
2D̄2∂u,

√
2D̄1∂v

〉
−
〈√

2D̄1∂u,
√

2D̄2∂v
〉

=

(
θ2

θ1

− θ1

θ2

)
F =

τ2 − τ1

θ1θ2

F.
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Therefore, we conclude that item (c) is equivalent to

2(ψ̄vu − ψ̄uv ) =
τ2 − τ1

θ1θ2

F. (5.18)

Set

ρ =
√
|2(ϕ+ φ) + 1| =

√∣∣∣∣ 2

α− 2
+

2

β − 2
+ 1

∣∣∣∣ =

√
αβ − 4√

|(α− 2)(β − 2)|
. (5.19)

We want to show now that

Q(ρ) = ρuv − Γ1ρu − Γ2ρv + Fρ = 0.

In order to do so, we will express the functions ρ, Γ1 and Γ2 in terms of θi, and then replace

into the differential equation. First, by definition we have τi = θ2
i . Also by definition,

α = τ1 + τ2 = θ2
1 + θ2

1 and β = 1/θ2
1 + 1/θ2

2. Using equations (5.11) and (5.12) we get

Γ1 = −θ1(θ1)v + θ2(θ2)v
θ2

1 + θ2
2 − 2

, (5.20)

Γ2 = − θ3
1(θ2)u + θ3

2(θ1)u
θ1θ2(2θ2

2θ
2
1 − θ2

2 − θ2
1)
, (5.21)

ψ̄u =
(θ2)uθ

3
1 − (θ1)uθ

3
2 − (θ2)uθ1 + (θ1)uθ2

2θ2
2θ

2
1 − θ2

2 − θ2
1

(5.22)

and

ψ̄v = −(θ2)vθ2θ
2
1 − (θ1)vθ

2
2θ1 − θ2(θ2)v + θ1(θ1)v

θ1θ2(θ2
1 + θ2

2 − 2)
. (5.23)

Using equation (5.18), we can express F in terms of functions that are defined in terms

of the θi:

F =
2θ1θ2(ψ̄vu − ψ̄uv )

θ2
2 − θ2

1

. (5.24)

Lastly, using equation (5.19) we have

ρ =

√√√√ (θ2
1 + θ2

2)2/θ2
1θ

2
2 − 4∣∣∣(θ2

1 + θ2
2 − 2)( 1

θ2
1

+ 1
θ2
2
− 2)

∣∣∣ . (5.25)

Replacing those identities into

Q(ρ) = ρuv − Γ1ρu − Γ2ρv + Fρ, (5.26)
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and with the help of the Maple program, we obtain that Q(ρ) = 0. Thus, the set Cs is

non-empty.

Now, let us move on to the converse of the statement. Since s : L2 → Qn+2
1,1 ⊂ Ln+3 is

hyperbolic, there exist real conjugate coordinates (u, v). If (U, V ) ∈ Cs, then

ϕU(u, v) = U(u)e2
∫ v
0 Γ1(u,s)ds and φV (u, v) = V (v)e2

∫ u
0 Γ2(s,v)ds

must satisfy equation (5.4) and, together with the functions U and V , also satisfy equa-

tion (5.5). From the definition of the set Cs, we must have Q(ρ) = 0, where ρ =√
|2(ϕU + φV ) + 1|. Set

α = 2 +
1

ϕU
and β = 2 +

1

φV

which are well defined because U , V , ϕU and φV satisfy one of the equations in (5.5), and

therefore, ϕU and φV cannot vanish at any point.

Since (ϕU , φV ) satisfies equation (5.5), we affirm that we must have α > 0, β > 0 and

αβ − 4 > 0. In the first possiblity, namely, if U , V > 0, then ϕU > 0 and φV > 0, and

using the definition of α and β we conclude the validity of our affirmation. If

0 < 2ϕU < −(2φV + 1),

then we immediately see that α > 0. We also have ψV < −1/2, so β > 0. Lastly,

αβ − 4 =
2

ϕU
+

2

φV
+

1

ϕUφV
=

1

ϕUφV
(
2ϕU + 2φV + 1

)
.

Since, ϕU > 0, φV < 0 and 2ϕU + 2φV + 1 < 0, we conclude that αβ − 4 > 0. Because

the other case is symmetric, we have finished the proof of the affirmation.

With the information α > 0, β > 0 and αβ − 4 > 0, we can define the functions τi by

equation (5.16), that is, τi are roots of the second degree polynomial τ 2 − ατ + α/β = 0,

for i = 1 and i = 2. We then conclude that τ1 + τ2 = α and τ1τ2 = α/β.

As before, write τi = (θi)
2 and let ψ̄u and ψ̄v be given by equations (5.11) and (5.12),

respectively. Replacing τi by θ2
i in those equations, we arrive at the same equations as

in the direct statement, so we can express Γ1, Γ2, ψ̄u and ψ̄v in terms of the θi by the

identities (5.20), (5.21), (5.22) and (5.23). From the fact that τ1 +τ2 = α and τ1τ2 = α/β,

we get

α = θ2
1 + θ2

2 and β = 1/θ2
1 + 1/θ2

2.
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From the definition of ρ, we have that equation (5.19) is valid, and so, replacing α and

β is terms of the θi, we also obtain equation (5.25). Since ρ cannot vanish at any point,

and from Q(ρ) = 0, we obtain

F = −ρuv − Γ1ρu − Γ2ρv
ρ

(5.27)

which can also be expressed in terms of the θi using equations (5.25), (5.20) and (5.21).

Replacing those identities in

2(ψ̄vu − ψ̄uv )− τ2 − τ1

θ1θ2

F, (5.28)

and using Maple, we get that the above equation is identically zero, so equation (5.18) is

satisfied. Let D̄1 and D̄2 be defined by equation (5.8) with respect to the frame {∂u, ∂v}
of coordinate vector fields, and set ψ̄ = ψ̄udu + ψ̄vdv. Then condition (a) is clear from

the definition of D̄i, whereas condition (b) follows from the validity of equations (5.11)

and (5.12). Condition (c) is a consequence of equation (5.18). Since α > 0, we have

τ1 6= −τ2, so D̄1
1 6= −D̄2

2. Because the discriminant is αβ− 4 > 0, τ1 and τ2 are not equal,

so D̄1
1 6= D̄2

2, and item (d) is proved. From the definition of α and β we cannot have

α = 2 or β = 2, so item (e) follows. Distinct pairs (ϕ, φ) give rise to distinct 4-tuples

(τ 1, τ 2, ψ̄u, ψ̄v), and hence to distinct triples (D̄1, D̄2, ψ̄). This completes the proof for the

hyperbolic case.

Elliptic case

Nearly all the ideas used in the hyperbolic case will be applied to this case. In fact, we

will arrive at the same equations, as we will soon see. The difference is that we will need

to work with the complex extensions of the tensors in order to have complex eigenvectors.

Suppose s : L2 → Qn+2
1,1 ⊂ Ln+3 is an elliptic surface, and that there exists a triple

(D̄1, D̄2, ψ̄) satisfying all conditions in Lemma 4.3. Since we will use complex conjugate

operation, let us omit the bar notation on the triple just for now. We can assume that

there exist complex-conjugate coordinates (u, v) around (0, 0) on L2 such that

∂z =
∂u − i∂v

2
and ∂z̄ =

∂u + i∂v
2

are eigenvectors of the complex linear extension of the tensor J with eigenvectors i and
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−i, respectively. From item (a) of Lemma 4.3 we can assume that

√
2Di = aiI + biJ,

where a2
i + b2

i = 1. Considering the complex extension of the tensor Di, which we will

denote by the same symbol, we have

√
2Di∂z = (ai + ibi)∂z and

√
2Di∂z̄ = (ai − ibi)∂z̄.

Therefore, we can write

√
2D1 =

(
θ1 0

0 θ̄1

)
and

√
2D2 =

(
θ2 0

0 θ̄2

)
, (5.29)

with respect to the frame {∂z, ∂z̄}, where θi : L2 → S1. Moreover, from item (d) of Lemma

4.3, we must have θ1 6= ±θ2.

We will now prove some properties of the functions θi and of the one-form ψ. Set

ψz = ψ(∂z) and ψz̄ = ψ(∂z̄). If ψ = ψudu+ ψvdv, then

ψz = 1/2(ψu − iψv) and ψz̄ = 1/2(ψu + iψv),

so

ψz = ψz̄. (5.30)

Similarly, if θj = xj + iyj, where xj, yj : L2 → R, then

(θj)z = 1/2
(
xju − ixjv + iyju + yjv

)
and (θ̄j)z̄ = 1/2(xju + ixjv − iyju + yjv).

Also,

(θj)z̄ = 1/2
(
xju + ixjv + iyju − yjv

)
and (θ̄j)z = 1/2

(
xju − ixjv − iyju − yjv

)
.

Therefore,

(θj)z = (θ̄j)z̄ and (θj)z̄ = (θ̄j)z. (5.31)

As mentioned before, we can define a complex valued Christoffel symbol Γ by

∇∂z∂z̄ = Γ∂z + Γ̄∂z̄.
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As in the hyperbolic case, define τ i = θ2
i , 1 ≤ i ≤ 2. Then, from item (b) of Lemma 4.3,

and taking into account how the endomorphisms
√

2Di act on the frame {∂z, ∂z̄}, we get

∇∂z θ̄i∂z̄ −∇∂z̄θi∂z = (−1)j
(
ψz θ̄j∂z̄ − ψz̄θj∂z

)
,

which is equivalent to

(θ̄i)z∂z̄ + θ̄i
(
Γ∂z + Γ̄∂z̄

)
− (θi)z̄∂z − θi

(
Γ∂z + Γ̄∂z̄

)
= (−1)j

(
ψz θ̄j∂z̄ − ψz̄θj∂z

)
.

Therefore, we get a system of partial differential equations

(θi)z̄ − θ̄iΓ + θiΓ = (−1)jψz̄θj and (θ̄i)z + θ̄iΓ̄− θiΓ̄ = (−1)jψz θ̄j. (5.32)

Those equations are equivalent, as the reader can see by performing the conjugate opera-

tion on any of those identities and using equations (5.30) and (5.31). Like in the hyperbolic

case, multiplying both sides of the equation (5.32) by 2θi and taking into account that

θi ∈ S1, we get

(τi)z̄ + 2 (τi − 1) Γ = 2(−1)jψz̄θ1θ2. (5.33)

Now, we will use item (c) of Lemma 4.3. On one hand, since

dψ = (ψvu − ψuv )du ∧ dv,

we obtain

2dψ(∂z, ∂z̄) =
1

2
dψ(∂u − i∂v, ∂u + i∂v) = idψ(∂u, ∂v) = i(ψvu − ψuv ).

Because ψz = 1/2(ψu − iψv), then ψzz̄ = 1/4(ψuu + iψuv − iψvu + ψvv). Therefore, we have

2dψ(∂z, ∂z̄) = −4iImψzz̄ . On the other hand,〈√
2D2∂z,

√
2D1∂z̄

〉
−
〈√

2D1∂z,
√

2D2∂z̄

〉
=
(
θ̄1θ2 − θ1θ̄2

)
F =

τ2 − τ1

θ1θ2

F.

Using item (c) of Lemma (4.3) and multiplying both sides by i, we conclude

4Imψzz̄ = i
τ2 − τ1

θ1θ2

F. (5.34)

As in the hyperbolic case, define α = τ1 + τ2. Then, summing up the cases i = 1 and
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i = 2 in equation (5.33), we obtain

αz̄ + 2(α− 2)Γ = 0. (5.35)

Because θi ∈ S1, also τi ∈ S1. From condition (d) in Lemma 4.3, we have τi 6= ±τ2.

Hence, 0 < |α| = |τ1 + τ2| < 2. Thus,

ϕ =
1

α− 2

is well defined and satisfies
ϕz̄
ϕ

= − αz̄
α− 2

= 2Γ.

Since

4Reϕ+ 1 = 2
α + ᾱ− 4

|α− 2|2
+ 1 =

|α|2 − 4

|α− 2|2

and |α| < 2, we conclude that 4Reϕ + 1 < 0. Since α 6= 0, we have ϕ 6= −1/2, thus we

obtain the conditions in equation (5.7). From the equation x2 − (τ1 + τ2)x+ τ1τ2 = 0, we

can recover τ1 and τ2. Because τ1 + τ2 = α, τi ∈ S1 and

τ1τ2 =
τ1 + τ2

1/τ1 + 1/τ2

=
τ1 + τ2

τ̄1 + τ̄2

=
α

ᾱ
,

we can recover τ1 and τ2 from the equation

x2 − αx+
α

ᾱ
= 0,

that is solving the second degree polynomial, we obtain

τj =
α

2

(
1− (−1)ji

√
4− |α|2
|α|

)
. (5.36)

Now set

ρ =
√
− (4Reϕ+ 1) =

√
4− |α|2
|α− 2|

, (5.37)

we must prove that Q(ρ) = 0, in order to show that Cs is non-empty. In order to do so,

as in the hyperbolic case let us express Γ, ψz̄, F and ρ in terms of the functions θi. First,

notice that α = θ2
1 + θ2

2 and ᾱ = 1/θ2
1 + 1/θ2

2. From equation (5.35), and replacing α in
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terms of θi, we get

Γ = − (θ2
1 + θ2

2)z̄
2 (θ2

1 + θ2
2 − 2)

= −θ1(θ1)z̄ + θ2(θ2)z̄
θ2

1 + θ2
2 − 2

. (5.38)

If we take the complex conjugate of Γ, use that θ̄i = θ−1
i and the equations (5.31) we get

Γ̄ = − θ̄1(θ̄1)z + θ̄2(θ̄2)z
1/θ2

1 + 1/θ2
2 − 2

= − θ3
2(θ1)z + θ3

1(θ2)z
θ1θ2 (2θ2

1θ
2
2 − θ2

1 − θ2
2)
. (5.39)

Using equation (5.33) with i = 1 and the Γ expression in terms of the θi, we obtain

ψz̄ =
θ1θ

2
2(θ1)z̄ − θ2

1θ2(θ2)z̄ − θ1(θ1)z̄ + θ2(θ2)z̄
θ1θ2 (θ2

1 + θ2
2 − 2)

. (5.40)

Taking the complex conjugate of the above equation and using equation (5.30) we get

ψz =
θ2(θ1)z − θ1(θ2)z − θ3

2(θ1)z + θ3
1(θ2)z

2θ2
1θ

2
2 − θ2

1 − θ2
2

. (5.41)

Observe that

(ψz̄)z − (ψz)z̄ = (ψz)z̄ − (ψz)z̄ = −2iIm (ψz)z̄.

Therefore, using equation (5.34) we get

2 ((ψz̄)z − (ψz)z̄) = −4iIm (ψz)z̄ =
θ2

2 − θ2
1

θ1θ2.
F

Solving for F we conclude

F =
2θ1θ2 ((ψz̄)z − (ψz)z̄)

θ2
2 − θ2

1

. (5.42)

From equation (5.37) and the expression of α and ᾱ in terms of θi we have

ρ =

√
4− (θ2

1 + θ2
2)/θ2

1θ
2
2

(θ2
1 + θ2

2 − 2) (1/θ2
1 + 1/θ2

2 − 2)
= i

√
(θ2

1 + θ2
2)/θ2

1θ
2
2 − 4

| (θ2
1 + θ2

2 − 2) (1/θ2
1 + 1/θ2

2 − 2) |
. (5.43)

If we compare the expressions we got for Γ, Γ̄, ψz̄, ψz, F and ρ, except for constant

multiple i in the ρ, they are the same equations as (5.20), (5.21), (5.22), (5.23), (5.24)

and (5.25) we have found in the hyperbolic case, when we replace (z, z̄), (Γ, Γ̄), (ψz, ψz̄)

for (u, v), (Γ1,Γ2) and (ψu, ψv), respectively. Therefore,

Q(ρ) = ρzz̄ − Γρz − Γ̄ρz̄ + Fρ = 0,
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as one can confirm using Maple. This shows that Cs is non-empty.

Let us move on to the converse of the theorem. Consider complex-conjugate coordi-

nates (u, v) for the surface s : L2 → Qn+2
1,1 . If ζ ∈ Cs is an holomorphic function, then the

complex valued function ϕζ(z, z̄) defined by

ϕzz̄ = 2Γϕζ and ϕζ(z, 0) = ζ

satisfies equation (5.7), and ρζ =
√
−(4Reϕζ + 1) is a function such that Q(ρζ) = 0.

Define

α = 2 +
1

ϕζ
,

then from the first condition of equation (5.7) we have that α is not null. Since

|α|2 = αᾱ =

(
2 +

ϕζ

|ϕζ |2

)(
2 +

ϕζ

|ϕζ |2

)
= 4 +

4Reϕζ + 1

|ϕζ |2
,

from the second condition of equation (5.7), we get |α| < 2.

Set τj for j = 1, 2 by equation (5.36), that is, τj are solutions of the second degree

polynomial

x2 − αx+
α

ᾱ
= 0.

Therefore, α = τ1 + τ2. From the definition of τj, we have

|τj| =
|α|
2

√(
1 +

4− |α|2
|α|2

)
= 1,

for j = 1, 2. Also from the definition of τj and because |α| < 2, we have τ1 6= ±τ2.

Write τj = θ2
j , and define ψz̄ by equation (5.33). In order to define the one-form ψ,

remember that in the direct statement we had ψz̄ = 1/2(ψu + iψv). Therefore, thinking

backwards, define ψu = 2Reψz̄ and ψv = 2Imψz̄. Define the complex extensions
√

2Dj

by equation (5.29). To recover the original
√

2Dj just remember that
√

2Dj = ajI + bjJ

for θj = aj + ibj. So, we get a triple (D1, D2, ψ). We have to show that this triple satisfies

conditions (a) to (e) of Lemma (4.3).

Since |τj| = 1, then |θj| = 1, so det
√

2Dj = 1 and we obtain (a). Because equation

(5.33) is satisfied, item (b) follows. From the fact that τ1 6= ±τ2 and how τj is defined we

get item (d). For item (e), if
√

2Dj =

(
aj bj

−bj aj

)
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with θj = aj + ibj and rank (
√

2D1)2 + (
√

2D2)2 − 2I < 2, then

(
√

2D1)2 + (
√

2D2)2 − 2I =

(
a2

1 − b2
1 + a2

2 − b2
2 − 2 2a1b1 + 2a2b2

−2a1b1 − 2a2b2 a2
1 − b2

1 + a2
2 − b2

2

)
=

(
0 0

0 0

)
.

Since |θj| = 1 we have

a2
1 − b2

1 + a2
2 − b2

2 = 2 and a2
1 + b2

1 + a2
2 + b2

2 = 2,

and hence, b1 = 0 = b2 and aj = ±1. Therefore, θ1 = ±θ2, a contradiction because

τ1 6= τ2, which proves (e).

Let us prove item (c). Since ϕζ = 1/(α − 2), and from the definition of ρζ , we get

equation (5.37). Therefore, because α = θ2
1 + θ2

2, we get equation (5.43). Since ψz̄ and Γ

satisfy equation (5.33), we have the validity of equations (5.38), (5.39), (5.40) and (5.41).

From the condition Q(ρ) = 0, we get

F = −−ρzz̄ − Γρz − Γ̄ρz̄
ρ

, (5.44)

so we can express F in terms of θi using equations (5.43), (5.38) and (5.39). Notice that

the ρ used in the hyperbolic case differs from this ρ by a multiple of i. We arrive at the

same equations as in proof of the converse statement of the hyperbolic case, with (z, z̄),

(Γ, Γ̄), (ψz, ψz̄) instead of (u, v), (Γ1,Γ2) and (ψu, ψv), respectively. Thus, equation (5.34)

is valid, and so is item (c).

Distinct ζ ′s give rise to distinct ϕζ
′
s, and so distinct α′s. Since the τi are defined by

x2 − αx + α
ᾱ

= 0, we get distinct τ ′is. So, we get distinct θ′is, and so a distinct triple

(D1, D2, ψ). This concludes the proof.

Before finishing the current chapter, we give an explicit example of an hyperbolic

surface s : L2 → Qm
1,1 whose associated subset Cs is noempty. In the next chapter,

this example and the classification theorem 6.1 will provide us with an example of a

hypersurface f that admits a genuine conformal deformation in codimension two. This

means that the objects we are studying do exist.

Let us start by orthogonally decomposing

Lm+1 = Rm1 × Lm2

and considering a curve α : I1 → Sm1−1 ⊂ Rm1 parametrized by arc length. Denote
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α̃ = i ◦ α, where i : Rm1 → Lm+1 is the inclusion, and consider the flat parallel vector

subbundle L ⊂ Nα̃I of rank k = m2 + 1 whose fiber at v ∈ I1 is

L(v) = Rα̃(v)⊕ Lm2 . (5.45)

If {ξ1, · · · , ξk} is an orthonormal frame of parallel sections of L, with ξ1(v) = α̃(v), then

we can define a parallel vector bundle isometry φ : I1 × Lk → L by

φ(v, Y ) = φv(Y ) =
k∑
i=1

Y iξi(v).

Let e ∈ Lk be such that φv(e) = α̃(v) = ξ1(v) for all v ∈ I1, and denote

Ω0(α̃) = {Y ∈ Lk : 〈Y, e〉 > 0}.

Consider β : I0 → Qk−1
1,1 ∩ Ω0(α̃) ⊂ Lk, another curve parametrized by arc length. Define

s : I0 × I1 → Qm
1,1 ⊂ Lm+1 by

s(u, v) = φv(β(u)).

Then we have

s∗∂u = φv(β
′(u)) and s∗∂v = 〈β(u), e〉 α̃′(v),

hence s is an immersion with induced metric

ds2 = du2 + ρ2(u)dv2,

where ρ(u) = 〈β(u), e〉. Moreover, differentiating, say, the first of the preceding equations

with respect to v gives that

αs(∂u, ∂v) = 0.

By a suitable change of coordinates ũ = γ(u), we can pass to isothermal coordinates

with respect to which the metric is written as

ds2 = e2λ(ũ)(dũ2 + dv2)

for some smooth function λ = λ(ũ), and we still have αs(∂ũ, ∂v) = 0. Thus, the surface

s is an hyperbolic surface and (ũ, v) are real-conjugate coordinates. For simplicity, we

rewrite ũ by u.

Let us show that, for the above surface s : I0 × I1 → Qm
1,1 ⊂ Lm+1, the subset Cs is
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non-empty. If we define by

E = 〈∂u, ∂u〉 = e2λ(u), F = 〈∂u, ∂v〉 = 0 and G = 〈∂v, ∂v〉 = e2λ(u),

then the Christoffel symbols Γ1 and Γ2 defined by (5.1) satisfy

0 = Ev = 2Γ1E and 2λ′e2λ = Gu = 2Γ2G.

Hence,

Γ1 = 0 and Γ2 = λ′.

Given a pair of smooth functions Ũ = Ũ(u) and V = V (v), from the definition of ϕŨ and

ϕV for the hyperbolic case from equation (5.3), we get

ϕŨ = Ũ and ϕV = V e2λ.

By suitably modifying Ũ we have

ϕŨ = e2λU and ϕV = e2λV,

so, taking into account the definition of ρ (equation (5.6)), we obtain

ρ = ρŨV =
√

2e2λ(U + V ) + 1.

From the expression of Γ1 and Γ2 and the definition of Q given in equation (5.2), we have

Q(θ) = θuv − Γ1θu − Γ2θv + Fθ = θuv − λ′θv.

Now,

ρv =
e2λVv√

2e2λ(U + V ) + 1

and so

ρuv =
2λ′e2λVv

(
2e2λ(U + V ) + 1

)
− Vve2λ

(
2λ′e2λ(U + V ) + e2λUu

)
(2e2λ(U + V ) + 1)3/2

,

which implies that the equation 0 = Q(ρ) = ρuv − λ′ρv reduces to

Vv(2λ
′ − Uue2λ) = 0,
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which is satisfied for V = k, where k is a constant, or for U = c − e−2λ. With this we

have shown that Cs is nonempty.

We point out that other examples of warped products of curves s : L2 → Qm
1,1 as above

can be obtained by considering other types of orthogonal decompositions in equation

(5.45).



Chapter 6

The Classification

We are now in a position to state and prove the classification of hypersurfaces f : Mn →
Rn+1 that carry a nowhere vanishing principal curvature of multiplicity n− 2 and admit

a genuine conformal deformation f̃ : Mn → Rn+2.

Theorem 6.1. Let f : Mn → Rn+1 be a hypersurface with a nowhere vanishing principal

curvature of multiplicity n− 2. Assume that f is not a Cartan hypersurface on any open

subset of Mn, and that it admits a genuine conformal deformation f̃ : Mn → Rn+2. Then,

on each connected component of an open dense subset of Mn, it envelops a two-parameter

congruence of hyperspheres s : L2 → Qn+2
1,1 ⊂ Ln+3 which is either an elliptic or hyperbolic

surface and whose associated set Cs is non-empty.

Conversely, any simply connected hypersurface f that envelops a two parameter con-

gruence of hyperspheres s : L2 → Qn+2
1,1 ⊂ Ln+3 that is either an elliptic or hyperbolic

surface and is such that the set Cs is non-empty admits genuine conformal deformations

in Rn+2 which are parametrized by Cs.

Remark 6.2. See remark 3.3.

Proof. It follows from Propositions 2.7 and 3.2 that, on an open dense subset of Mn,

the hypersurface is either elliptic or hyperbolic and there exists a unique (up to sign and

permutation) triple (D1, D2, ψ) satisfying all conditions in Proposition 3.2. By Lemma 4.3,

the two-paramenter congruence of hyperspheres s : L2 → Qn+2
1,1 ⊂ Ln+3 that is enveloped

by f is either an elliptic or hyperbolic surface, respectively, and the triple (D1, D2, ψ)

projects to a (unique) triple (D̄1, D̄2, ψ̄) on L2 satisfying all conditions in Lemma 4.3. We

conclude from Proposition 5.1 that (D̄1, D̄2, ψ̄) gives rise to a unique element of Cs.
Conversely, assume that f : Mn → Rn+1 is a simply connected hypersurface that

envelops a two-parameter congruence of hyperspheres s : L2 → Qn+2
1,1 ⊂ Ln+3, which
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is either an elliptic or hyperbolic surface, and is such that the set Cs is non-empty. By

Proposition 5.1, each element of Cs gives rise to a unique triple (D̄1, D̄2, ψ̄) on L2 satisfying

all conditions in Lemma 4.3. Then, it follows from Proposition 4.3 that f is either elliptic

or hyperbolic, respectively, and that (D̄1, D̄2, ψ̄) can be lifted to a unique triple (D1, D2, ψ)

on Mn satisfying all conditions in Proposition 3.2. By Proposition 3.2, such triple yields

a unique (up to a conformal transformation of Rn+2) genuine conformal deformation

f̃ : Mn → Rn+2 of f .

Finally, we also have that (congruence classes of) genuine conformal deformations of

f are in one-to-one correspondence with triples (D̄1, D̄2, ψ̄) on L2 satisfying all condi-

tions in Lemma 4.3 (up to signs and permutation), and these are in turn in one-to-one

correspondence with elements of Cs.
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[5] ——, “Sur le problème général de la deformation,” C. R. Congrès Strasbourg, pp.

397–406, 1920.

[6] M. Dajczer, L. Florit, and R. Tojeiro, “On deformable hypersurfaces in space forms,”

Annali di Matematica Pura ed Applicata, vol. 174, no. 1, pp. 361–390, 1998, available

at http://luis.impa.br/papers/sbrana.pdf.

[7] M. Dajczer and R. Tojeiro, “On Cartan’s conformally deformable hypersurfaces,”

Michigan Math. Journal, vol. 47, no. 1, pp. 529–557, 2000, available at https://

projecteuclid.org/download/pdf 1/euclid.mmj/1030132593.

[8] ——, Submanifold Theory beyond an introduction. Springer-Verlag, 2018, in prepa-

ration.

[9] M. Dajczer and L. Florit, “Genuine deformations of submanifolds,” Comm. Anal.

Geometry, vol. 12, pp. 1105–1129, 2004, available at http://luis.impa.br/papers/

genuinas.pdf.

153

http://luis.impa.br/papers/sbrana.pdf
https://projecteuclid.org/download/pdf_1/euclid.mmj/1030132593
https://projecteuclid.org/download/pdf_1/euclid.mmj/1030132593
http://luis.impa.br/papers/genuinas.pdf
http://luis.impa.br/papers/genuinas.pdf


154 BIBLIOGRAPHY

[10] L. Florit and R. Tojeiro, “Genuine deformations of submanifolds ii: the conformal

case,” Communications in Analysis and Geometry, vol. 18, no. 2, pp. 397–419, 2010,

available at http://luis.impa.br/papers/genuinas conforme.pdf.

[11] M. Dajczer and R. Tojeiro, “On compositions of isometric immersions,” Differen-

tial Geometry, vol. 36, no. 1, pp. 1–18, 1996, available at https://projecteuclid.org/

download/pdf 1/euclid.jdg/1214448440.

[12] M. Dajczer, L. Florit, and R. Tojeiro, “Euclidean hypersurfaces with genuine defor-

mations in codimension two,” Manuscripta Mathematica, vol. 140, no. 3, pp. 621–643,

2013, available at https://arxiv.org/pdf/1010.2932.pdf.

[13] M. Dajczer and R. Tojeiro, “A rigidity theorem for conformal immersions,” Indiana

University Mathematics Journal, vol. 46, no. 2, pp. 491–504, 1997, available at http:

//www.jstor.org/stable/24899625?seq=1#page scan tab contents.

[14] M. Dajczer and L. Florit, “Genuine rigidity of euclidean submanifolds in codimension

two,” Geometriae Dedicata, vol. 106, pp. 195–210, 2004, available at http://luis.impa.

br/papers/elippar.pdf.

[15] M. Dajczer and P. Morais, “Isometric rigidity in codimension 2,” Michigan Math. J.,

vol. 58, pp. 759–770, 2009, available at https://projecteuclid.org/download/pdf 1/

euclid.mmj/1260475699.

[16] L. Florit and G. de Freitas, “Classification of codimension two deformations of rank

two riemannian manifolds,” Comm. Anal. Geom., vol. 25, pp. 751–797, 2017, avail-

able at https://arxiv.org/pdf/1503.02624.pdf.

[17] B. O’Neill, Semi-Riemannian Geometry.

[18] M. Spivak, Comprehensive Introduction to Differential Geometry. Publish or Perish,

INC., 1999, vol. 2.

http://luis.impa.br/papers/genuinas_conforme.pdf
https://projecteuclid.org/download/pdf_1/euclid.jdg/1214448440
https://projecteuclid.org/download/pdf_1/euclid.jdg/1214448440
https://arxiv.org/pdf/1010.2932.pdf
http://www.jstor.org/stable/24899625?seq=1#page_scan_tab_contents
http://www.jstor.org/stable/24899625?seq=1#page_scan_tab_contents
http://luis.impa.br/papers/elippar.pdf
http://luis.impa.br/papers/elippar.pdf
https://projecteuclid.org/download/pdf_1/euclid.mmj/1260475699
https://projecteuclid.org/download/pdf_1/euclid.mmj/1260475699
https://arxiv.org/pdf/1503.02624.pdf


Index

Cartan Hypersurface, 13

complex-conjugate coordinates, 135

Conformal Gauss Parametrization, 38

conformally congruent, 35

conformally ruled, 74

conformally surface-like, 74

congruence of hyperspheres, 31

k-parameter, 31
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extrinsic sphere, 20

genuine conformal deformation, 14

honest conformal deformation, 72
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mean curvature vector field, 19
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projectable
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