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## RESUMO

INACIO, M. H. DE A. Comparação de duas populações utilizando estimação bayesiana de densidades por séries de Fourier. 2017. 56 p. Master dissertation (Master student joint Graduate Program in Statistics DEs-UFSCar/ICMC-USP) - Instituto de Ciências Matemáticas e de Computação, Universidade de São Paulo, São Carlos - SP, 2017.

Dadas duas amostras de duas populações, pode-se questionar o quão parecidas as duas populações são, ou seja, o quão próximas estão suas distribuições de probabilidade. Para distribuições absolutamente contínuas, uma maneira de mensurar a proximidade dessas populações é utilizando uma medida de distância (métrica) entre as funções densidade de probabilidade (as quais são desconhecidas, em virtude de observarmos apenas as amostras). Nesta dissertação, utilizamos a distância quadrática integrada como métrica. Para mensurar a incerteza da distância quadrática integrada, primeiramente modelamos a incerteza sobre cada uma das funções densidade de probabilidade através de uma método bayesiano não paramétrico. O método consiste em estimar a função de densidade de probabilidade $f$ (ou seu logaritmo) usando séries de Fourier $\left\{\phi_{0}, \phi_{1}, \ldots, \phi_{I}\right\}$. Atribuir uma distribuição a priori para $f$ é então equivalente a atribuir uma distribuição a priori aos coeficientes dessa serie. Utilizamos a priori sugerida em Scricciolo (2006) (priori de sieve), a qual não coloca uma priori somente nesses coeficientes, mas também no próprio $I$, de modo que, na realidade, trabalhamos com uma mistura bayesiana de modelos de dimensão finita. Para obter amostras a posteriori dessas misturas, marginalizamos o parâmetro (discreto) de indexação de modelos, I, e usamos um software estatístico chamado Stan. Concluímos que o método bayesiano de séries de Fourier tem boa performance quando comparado ao de estimativa de densidade kernel, apesar de ambos os métodos frequentemente apresentarem problemas na estimação da função de densidade de probabilidade perto das fronteiras. Por fim, mostramos como a metodologia de series de Fourier pode ser utilizada para mensurar a incerteza a cerca da similaridade de duas amostras. Em particular, aplicamos este método a um conjunto de dados de pacientes com doença de Alzheimer.

Palavras-chave: séries de Fourier, séries ortogonais, estimação de densidade, stan, amostragem discreta.

## ABSTRACT

INACIO, M. H. DE A. Comparing two populations using Bayesian Fourier series density estimation. 2017. 56 p. Master dissertation (Master student joint Graduate Program in Statistics DEs-UFSCar/ICMC-USP) - Instituto de Ciências Matemáticas e de Computação, Universidade de São Paulo, São Carlos - SP, 2017.

Given two samples from two populations, one could ask how similar the populations are, that is, how close their probability distributions are. For absolutely continuous distributions, one way to measure the proximity of such populations is to use a measure of distance (metric) between the probability density functions (which are unknown given that only samples are observed). In this work, we work with the integrated squared distance as metric. To measure the uncertainty of the squared integrated distance, we first model the uncertainty of each of the probability density functions using a nonparametric Bayesian method. The method consists of estimating the probability density function $f$ (or its logarithm) using Fourier series $\left\{\phi_{0}, \phi_{1}, \ldots, \phi_{I}\right\}$. Assigning a prior distribution to $f$ is then equivalent to assigning a prior distribution to the coefficients of this series. We used the prior suggested by Scricciolo (2006) (sieve prior), which not only places a prior on such coefficients, but also on $I$ itself, so that in reality we work with a Bayesian mixture of finite dimensional models. To obtain posterior samples of such mixture, we marginalize out the discrete model index parameter I and use a statistical software called Stan. We conclude that the Bayesian Fourier series method has good performance when compared to kernel density estimation, although both methods often have problems in the estimation of the probability density function near the boundaries. Lastly, we showed how the methodology of Fourier series can be used to access the uncertainty regarding the similarity of two samples. In particular, we applied this method to dataset of patients with Alzheimer.

Keywords: fourier series, orthogonal series, density estimation, stan, discrete sampling.
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## INTRODUCTION

Given two samples $D_{1}$ and $D_{2}$ from two (possibly different) populations, one could question how similar the populations are, that is, how close are the probability distributions from which each sample came from. Soriano (2015) and Holmes et al. (2015) among others have addressed that question by developing methods to do Bayesian nonparametric hypothesis tests via Bayes Factor.

In this dissertation, on the other hand, we propose a different approach that is promising in its intuitiveness: for absolutely continuous distributions on $[0,1]$, one way to measure the proximity of such populations, is to use a measure of distance (metric) between the probability density function (PDF) $f_{1}$ of the first distribution and the PDF $f_{2}$ of the second. In this dissertation, we'll work with what we called integrated squared distance:

$$
\begin{equation*}
\mathbb{M}\left(f_{1}, f_{2}\right)=\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y \tag{1.1}
\end{equation*}
$$

However, to measure the posterior uncertainty of $\mathbb{M}\left(f_{1}, f_{2}\right)$, we first need to measure the posterior uncertainty of $f_{1}$ and $f_{2}$, driving us towards a problem of density estimation which is among the most significant problems in Statistics. Thanks to the abundance of data in many applications, today there is a great emphasis on nonparametric methods. In particular, Bayesian nonparametric methods have gained great notoriety lately. Among the most used nonparametric Bayesian density estimation methods, we have finite mixtures or Dirichlet process mixtures (GELMAN et al., 2014), Polya trees (LAVINE, 1992), Bernstein polynomials (PETRONE, 1999; PETRONE; WASSERMAN, 2002) and wavelets (MÜLLER; VIDAKOVIC, 1998). Unfortunately, many of these methods are complex and difficult to interpret, causing technical difficulties like having priors that are hard to elicit.

In this dissertation, we work with an approach that is common in the frequentist literature, but despite being very simple and intuitive, has received little attention in literature as a Bayesian
density estimation method, being reduced, most of the times, to theoretical objectives (SCRICCIOLO, 2006; RIVOIRARD; ROUSSEAU et al., 2012). The approach consists of estimating a PDF $f$ (or its logarithm) using Fourier Series $\left\{\phi_{0}, \phi_{1}, \ldots, \phi_{I}\right\}$. Assigning a prior distribution to $f$ is then equivalent to assigning a prior distribution to the coefficients of this series.

We use the prior suggested at Scricciolo (2006) (sieve prior), which not only places a prior on such coefficients, but also on $I$ itself, so that in reality we work with a Bayesian mixture of finite dimensional models. To obtain posterior samples of such mixture we use a statistical software called Stan, but to be able to do so, we first marginalize out the discrete model index parameter $I$.

Therefore, in this work, we propose first to investigate how this approach performs compared to the kernel density estimation in simulated datasets and then, use it to check how the density estimation method perform to measure the distance.

The rest of this work follows the following structure: in chapter 2 we present the theoretical details of the Fourier series estimation methods. In chapter 3 we provide a short introduction to Stan and provide a description of the method used for discrete sampling with Stan and the sampling algorithms that the software implements. In chapter 4 we present a empirical study to assess the performance of the method of density estimation compared to KDE. In chapter 5 we present another empirical study, but in this case, with the goal of checking the ability of the method to compare two populations and we also present an example of two sample comparison using real data. Chapter 6 concludes the dissertation.

# NONPARAMETRIC DENSITY ESTIMATION VIA FOURIER SERIES 

In this chapter we first give a brief introduction to Fourier series, and then show how to use it to estimate densities.

Let $L^{2}([0,1])$ be the linear space of continuous functions $f:[0,1] \rightarrow \mathbb{R}$ such that

$$
\int_{0}^{1} f(x) \mathrm{d} x \leq \infty
$$

The usual inner product is defined by

$$
\langle f, g\rangle=\int_{0}^{1} f(x) g(x) \mathrm{d} x
$$

This inner product induces the following norm and distance in $L^{2}([0,1])$ :

$$
\begin{gathered}
\|f\|=\left(\int_{0}^{1} f^{2}(x) \mathrm{d} x\right)^{1 / 2} \\
\sqrt{\mathbb{M}(f, g)}=\left(\int_{0}^{1}(f-g)^{2} \mathrm{~d} y\right)^{1 / 2}
\end{gathered}
$$

where $f, g \in L^{2}([0,1])$.
The sequence of functions $\left\{\phi_{0}, \phi_{1}, \phi_{2}, \ldots\right\}$ is called orthogonal system when

$$
\left\langle\phi_{i}, \phi_{j}\right\rangle=0
$$

for $i \neq j$ and

$$
\left\|\phi_{i}\right\| \neq 0
$$

for all $i$. Furthermore, such a system is called orthogormal basis if for any $f \in L^{2}([0,1])$ there exists an unique sequence of scalars $\left\{\alpha_{n}\right\}_{n \in \mathbb{N}_{+}}$such that

$$
\left\|f-\sum_{k=1}^{I} \alpha_{k} \phi_{k}\right\| \rightarrow 0
$$

as $I \rightarrow \infty$.
Also as of theorem 3.5.2 from Kreyszig (1989),

$$
\alpha_{k}=\left\langle f, \phi_{i}\right\rangle
$$

Thus, $f$ has the following series representation:

$$
\sum_{i=0}^{\infty}\left\langle f, \phi_{i}\right\rangle \phi_{i}
$$

In this monograph we shall consider the Fourier basis where $\phi_{i}:[0,1] \rightarrow[-\sqrt{2}, \sqrt{2}]$ and

$$
\phi_{i}(x)= \begin{cases}1 & \text { if } i=0 \\ \sqrt{2} \sin (\pi(i+1) x) & \text { if } i \in\{1,3,5, \ldots\} \\ \sqrt{2} \cos (\pi i x) & \text { if } i \in\{2,4,6, \ldots\}\end{cases}
$$

Note that there are also many possible smoothness and/or boundary conditions (like twice differentiability) to ensure a somewhat fast convergence rate (see Efromovich (1999) for details). Intuitively, the less smooth the function $f$ is, the larger will be the number of necessary components to get a reasonable approximation. To give the reader some intuition on this, Figure 1 shows the curves for some of the components of Fourier series. It can be seen that higher order components are needed in order to better "explain" less smooth functions.

We now proceed with the exposition of the procedures for statistical inference using frequentist and Bayesian approaches in sections 2.1 and 2.2, respectively.

### 2.1 Frequentist Inference

Given i.i.d. random variables $Y_{1}, Y_{2}, \ldots, Y_{n}$ with density function $f:[0,1] \rightarrow \mathbb{R} \in L_{2}[0,1]$, a simple approach to infer $f$ from a frequentist perspective using Fourier series is to use:

$$
\hat{f}_{I}(y)=1+\sum_{i=1}^{I} \widehat{\alpha}_{i} \phi_{i}(y)
$$

where

$$
\widehat{\alpha}_{i}=\frac{1}{n} \sum_{j=1}^{n} \phi_{i}\left(Y_{j}\right) \approx \int \phi_{i}(y) f(y) d y=\left\langle\phi_{i}, f\right\rangle
$$



Figure 1 - Plot of some of the components of Fourier series: if a linear combination of such functions is used to approximate a function $f$, then it can be easily seen that the less smooth $f$ is, the larger will be number of Fourier series components needed in order to better "explain" $f$.

This estimator is a special case of the modulator estimator which can found in Wasserman (2006), where we can also find the expected value and variance of each $\widehat{\alpha}_{i}$ :

$$
\begin{aligned}
E\left(\widehat{\alpha}_{i}\right) & =\int_{0}^{1} \phi_{i}(x) f(x) \mathrm{d} x=\theta_{i} \\
\operatorname{Var}\left(\widehat{\alpha}_{i}\right) & =\frac{\int_{0}^{1} \phi_{i}^{2}(x) f(x) \mathrm{d} x-\theta_{i}^{2}}{n}
\end{aligned}
$$

as well as risk of the estimator $\hat{f}_{I}$ :

$$
R\left(\hat{f}_{I} ; f\right)=E\left[\int_{0}^{1}\left(\hat{f}_{I}(x)-f(x)\right)^{2} \mathrm{~d} x\right]=\sum_{i=1}^{I} \operatorname{Var}\left(\widehat{\alpha}_{i}\right)+\sum_{i=I+1}^{\infty} \theta_{i}^{2}
$$

Therefore the choice of the estimator cutoff parameter $I$ can be seen as bias-variance trade-off problem (in practice, a possible solution is to use cross-validation to choose $I$ ).

Finally, we note that the estimate from $\hat{f}_{I}$ might not respect the constrait $\forall y \in[0,1], f(y) \geq$ 0 , in which case a "surgery" method is necessary (see Wasserman (2006) and Glad, Hjort and Ushakov (2003)).

### 2.2 Bayesian Inference

Just as in the previous section, given i.i.d. random variables $Y_{1}, Y_{2}, \ldots, Y_{n}$ with density function $f:[0,1] \rightarrow \mathbb{R} \in L_{2}[0,1]$, directly proceeding with the Bayesian inference (which is the focus of this work) of $f$ using Fourier series is a somewhat difficult problem since we have to define and work with priors in the constrained space where $f(y) \geq 0$ for all $y \in[0,1]$.

One way to overcome this issue is to use the approach of sieve priors suggested by Scricciolo (2006), which places a prior directly on the coefficient vector $\beta$ of the Fourier series expansion of $\log (f)$ (instead of $f$ ) so that conditionally on the threshold parameter (cutoff parameter) $I$ we have:

$$
f(y \mid I, \beta)=\frac{1}{g(\beta, I)} \exp \left\{\sum_{i=1}^{I} \beta_{i} \phi_{i}(y)\right\}
$$

where $g$ is a normalizing factor such that

$$
g(\beta, I)=\int_{0}^{1} \exp \left\{\sum_{i=1}^{I} \beta_{i} \phi_{i}(y)\right\} \mathrm{d} y
$$

which is necessary in order to have $\int_{0}^{1} f(y \mid I, \beta) \mathrm{d} y=1$. Note that each $\beta_{i}$ lives in $\mathbb{R}$, which solves the constrained space problem.

As a drawback, we introduced the difficulty of calculating a normalizing factor (using numerical integration) when evaluating the likelihood function ${ }^{1}$.

With such approach (of Scricciolo (2006)) we have

$$
\begin{cases}\beta_{i} \sim \operatorname{Normal}\left(0,(i+1)^{-2 p-1}\right) & \text { if } i \in\{1,3,5, \ldots\} \\ \beta_{i} \sim \operatorname{Normal}\left(0, i^{-2 p-1}\right) & \text { if } i \in\{2,4,6, \ldots\}\end{cases}
$$

as prior distributions (with each $\beta_{i}$ independent from each other) for the Fourier series coefficients, where $p$ is a strictly positive natural number and the normal distribution is parameterized in terms of mean and variance.

The approach also places a prior distribution on the threshold parameter $I$, such that for all $k$ strictly positive natural number:

$$
P(I=k)=\frac{\exp \{-\gamma k\}}{\sum_{i=1}^{\infty} \exp \{-\gamma i\}}
$$

(a geometric distribution) which therefore gives us a Bayesian mixture of Fourier series models. Here $\gamma \mathrm{a}$ is positive hyperparameter.

As we saw in the beginning of this chapter, the less smooth the function is, the greater will number of components needed to get an arbitrary good approximation. Therefore the intuition

[^0]behind $P(I=k)$ decreasing on $k$ is that we are assuming a prior belief on a somewhat smooth structure for the PDF (see Scricciolo (2006)). This also justifies the use of decreasing variances in priors for $\beta_{i}$ (as $i \rightarrow \infty$ ). In principle, one could wonder whether it would be better to not assume this smooth structure and work with more general prior assumptions, but as we saw in section 2.1, we would incur in a problem of lower bias, but greater variance which in general would lead to estimates of $f$ that overfits data.

In this work, primarily because of computational and time restrictions we worked with the series with I up to 10 (that is, $P(I=k)=0$ if $k>10)^{2}$. We choose to work with somewhat conservative values for those priors with $p=1$ and $\gamma=1 / 10$. As we will see in the next chapters, the results were reasonable for the chosen prior distributions.

[^1]
## HMC, NUTS AND STAN

To obtain the posterior samples of the Fourier series models studied in this work, we used $\operatorname{Stan}$ (Stan Development Team, 2014), which is a statistical software for obtaining Markov Chain Monte Carlo (MCMC) samples ${ }^{1}$ using either the algorithm Halmiltonian Monte Carlo (HMC) $)^{2}$ or the algorithm No-U-Turn Sampler (NUTS).

The HMC is a MCMC sampling algorithm that was brought from Hamiltonian molecular dynamics to statistics by Duane et al. (1987) and Neal (2011). The idea is to solve an Hamiltonian dynamic simulation problem where the variables of original problem (sampling from a target distribution) will be the position variables of Halmitonian system and new artificially introduced variables, typically with Gaussian distribution, will be the "momentum variables" of the Halmitonian system (NEAL, 2011). Among other advantages, the HMC utilizes the gradient of the log-posterior to produce less correlated samples.

The sampler requires, in practice, at least two sampler specific parameters called number of leapfrogs steps and leapfrog stepsize: what happens is that if one could solve the HMC differential equations exactly, it would be possible to sample using only a single sampler specific parameter: the "size", that is, the size of the "jump" we do on the differential equation system for each new sample we want.

However, except for very simple toy models, this is not possible and the differential equation system needs to be approximated using the leapfrog method: approximate the full differential equation jump by many little steps on a difference equations system (similar to Euler method). In any case, HMC is very sensible to these parameters and manually tuning them requires some expertise.

NUTS is a variation of the HMC described at Hoffman and Gelman (2014) that doesn't

[^2]require the user to set one the sampler specific parameter: the number of leapfrogs steps. Instead of having an specific number of leapfrog steps, the algorithm will advance in the trajectory up to the point where it starts to retraces its steps (hence the name No-U-Turn Sampler). The authors of the algorithm also propose a method for adapting the other sampler specific parameter left (leapfrog stepsize).

Either way, implementation of any of the algorithms requires time and some expertise and one also needs to code the log-posterior function and its gradient for each model. The process is clearly time-consuming and error-prone, but it's done automatically by Stan once the user specify the model in Stan language which will handle internally the Hoffman and Gelman (2014) algorithm without requiring any configuration by the user.

### 3.1 Stan and discrete parameters

Stan cannot sample models with discrete parameters directly: this is due to the inability of HMC/NUTS to sample discrete variables since they are not differentiable.

However this can be accomplished by marginalizing out the discrete parameters. Suppose, for instance, that $H \in \mathbb{H}$ is a discrete parameter and $\theta \in \Theta$ is the vector of all the other (continuous) parameters. Then we can get the (marginal) likelihood of $\theta$ by averaging over all possible values of $H$,

$$
\begin{equation*}
P(Y \mid \theta)=\sum_{h \in \mathbb{H}} P(Y \mid \theta, H=h) P(H=h \mid \theta) \tag{3.1}
\end{equation*}
$$

where $Y$ is the vector containing all known data. After obtaining $S$ simulations ( $a_{1}, a_{2}, \ldots, a_{S}$ ) from posterior $P(\theta \mid Y)$ of the "marginalized model", one can proceed directly to get, for example, the posterior predictive distribution of some $\tilde{Y}$,

$$
\begin{gathered}
P(\tilde{Y} \mid Y)=\int_{\Theta} \sum_{h \in \mathbb{H}} P(\tilde{Y}, \theta, H=h \mid Y) \mathrm{d} \theta \\
=\int_{\Theta} \sum_{h \in \mathbb{H}} P(\tilde{Y} \mid \theta, H=h, Y) P(H=h \mid \theta, Y) P(\theta \mid Y) \mathrm{d} \theta \\
\approx \frac{1}{S} \sum_{j=1}^{S} \sum_{h \in \mathbb{H}} P\left(\tilde{Y} \mid \theta=a_{j}, H=h, Y\right) P\left(H=h \mid \theta=a_{j}, Y\right)
\end{gathered}
$$

Note that

$$
\begin{equation*}
P\left(H=h \mid \theta=a_{j}, Y\right)=\frac{P\left(Y \mid \theta=a_{j}, H=h\right) P\left(H=h \mid \theta=a_{j}\right)}{\sum_{k \in \mathbb{H}} P\left(Y \mid \theta=a_{j}, H=k\right) P\left(H=k \mid \theta=a_{j}\right)} \tag{3.2}
\end{equation*}
$$

which are terms that we already calculated (in equation 3.1) for each posterior simulation.
It is easy to get the posterior for $H$ averaging over the probability in equation 3.2,

$$
P(H=h \mid Y) \approx \frac{1}{S} \sum_{j=1}^{S} P\left(H=h \mid \theta=a_{j}, Y\right)
$$

We can also use it to get the (conditional) posterior for $\theta \mid H$,

$$
\begin{gathered}
P(\theta \in B \mid H=h, Y) \\
=\frac{P(H=h \mid \theta \in B, Y) P(\theta \in B \mid Y)}{\int_{\Theta} P(H=h \mid \theta, Y) P(\theta \mid Y) \mathrm{d} \theta} \\
\approx \frac{1}{S} \sum_{j=1}^{S} \frac{\mathbb{I}_{B}\left(a_{j}\right) P\left(H=h \mid \theta=a_{j}, Y\right)}{P\left(H=h \mid \theta=a_{j}, Y\right)}
\end{gathered}
$$

where $\mathbb{I}$ is the indicator function. That is, for each $h \in \mathbb{H}$ we have $S$ weighted posterior simulations where $\theta=a_{j} \mid H=h$ has relative weight $P\left(H=h \mid \theta=a_{j}, Y\right)$. See Stan Development Team (2014) for more details.

The main weakness of this method of marginalization of discrete parameters is that we have to calculate $P(Y, H=h \mid \theta)$ for every $h \in \mathbb{H}$ every time we want the likelihood $P(Y \mid \theta)$, making it computationally unfeasible when $\mathbb{H}$ is huge (unless the model has a known shortcut to calculate the sum in equation 3.1). However, this method has an advantage over methods like Metropolis and Gibbs that explore only a single "marginalized model" (sample $\theta$ given $H$ ) for each simulation: those methods might explore well only some of the models (those with high posterior probability), and might actually get stuck in a single "marginalized model", not being ergodic.

Imagine for instance that, $H \in\left\{h_{1}, h_{2}\right\}$, and that the region for continuous parameter $\theta$ where $P\left(\theta \mid H=h_{1}\right)>0$ is disjoint from the region where $P\left(\theta \mid H=h_{2}\right)>0$. Then, if we a start a Gibbs sampler at say $H=h_{1}$, it will get stuck on it forever since $P\left(H=H_{2} \mid \theta\right) / P\left(H=H_{1} \mid \theta\right)$ will always evaluate to zero and if we are using Metropolis and the proposal samples the parameters in block, we might still get stuck if the regions are very close from each other and the proposal has difficulty "connecting" each of them (this is specially troublesome for high dimensional $\theta$ ). This is a extreme case, but something less extreme may also be very detrimental, the regions might not be disjoint, but the union might be a set with very little probability (again, this gets worse with high dimensionality) to the point where they are "probabilistic" disjoint with our finite computational resources.

On the other hand, with this method, Stan samples the whole "full mixture" model ( $H$ marginalized out) for each MCMC simulation and as a bonus has the nice properties of the NUTS algorithm such that the usage of the gradient information for efficient sampling.

# A SIMULATION STUDY TO ASSESS THE PERFORMANCE OF THE METHOD 

In this chapter we present the results of a simulation study performed to assess the performance of the Fourier series method compared to the kernel density estimation (KDE). We worked with datasets being generated 100 times from 3 different true models with each dataset having 50 observations. We describe those 3 data generating models in Table 1.

Table 1 - Description of the models used to generate data for the simulation study in this chapter and the next one.

| Model 1: data from a | Model 2: data from a |
| :---: | :---: |
| random variable $U \in[0,1]$ where: | random variable $Z \in[0,1]$ where: |
| $U=\operatorname{logit}^{-1}(V)$ | $Z_{1} \sim \operatorname{Beta}(1.3,1.3)$ |
| $V_{1} \sim \operatorname{Normal}(-2,1)$ | $Z_{2} \sim \operatorname{Beta}(1.1,3.0)$ |
| $V_{2} \sim \operatorname{Normal}(0,1)$ | $Z_{3} \sim \operatorname{Beta}(5.0,1.0)$ |
| $V_{3} \sim \operatorname{Normal}(1,1)$ | $Z_{4} \sim \operatorname{Beta}(1.5,4.0)$ |
| $V_{4} \sim \operatorname{Normal}(2,1)$ | $P\left(Z=Z_{2}\right)=0.25$ |
| $P\left(V=V_{1}\right)=P\left(V=V_{4}\right)=0.2$ | $P\left(Z=Z_{3}\right)=0.35$ |
| $P\left(V=V_{2}\right)=P\left(V=V_{3}\right)=0.3$ | $P\left(Z=Z_{1}\right)=P\left(Z=Z_{4}\right)=0.2$ |

Model 3: data from a random variable $W \in[0,1]$ where $W \sim \operatorname{Beta}(2,5)$

Using data from these true models, we fitted Fourier Series models conditional on $I=1,2, \ldots, 10$ and the Bayesian mixture of those 10 models (sieve prior on $I$, as explained in chapter 2). For comparison purposes, we also fitted the same data using KDE method of Sheather (1991).

In Table 2, we presented the estimates of the errors for each true model from Table 1, using the following procedure for $i \in\{1,2,3\}$ :

1. Generate a new dataset $D$ from true model $i$.
2. Fit data using Fourier series (calculate $E[f \mid D]$ ) and KDE (calculate $\hat{f}$ ).
3. Calculate the integrated squared error for Fourier series $\left(\int_{0}^{1}(f(y)-E[f(y) \mid D])^{2} \mathrm{~d} y\right)$ and for $\operatorname{KDE}\left(\int_{0}^{1}(f(y)-\hat{f}(y))^{2} \mathrm{~d} y\right)$.
4. Calculate the integrated absolute error for Fourier series $\left(\int_{0}^{1}|f(y)-E[f(y) \mid D]| \mathrm{d} y\right)$ and for $\operatorname{KDE}\left(\int_{0}^{1}|f(y)-\hat{f}(y)| \mathrm{d} y\right)$.
5. Repeat the procedure 100 times and average over the results.

Hence, the table presents the estimates of expected integrated mean squared error (MSE)

$$
\begin{aligned}
& \int_{\mathbb{D}} \int_{0}^{1}(f(y)-E[f(y) \mid D])^{2} \mathrm{~d} y P(D \mid f) \mathrm{d} D \\
& =E_{D}\left[\int_{0}^{1}(f(y)-E[f(y) \mid D])^{2} \mathrm{~d} y\right]
\end{aligned}
$$

and the expected integrated mean absolute error (MAE)

$$
E_{D}\left[\int_{0}^{1}|f(y)-E[f(y) \mid D]| \mathrm{d} y\right]
$$

for each true model $f(y)$.
Table 2 - Estimated mean squared error and mean absolute error for 3 different data generating models (true models, see Table 1) which were used to fit a Fourier series model with up to 10 component functions and a mixture model of those 10 models (a sieve prior). For comparison purposes, data were also used in a KDE method.

| Inferential <br> Model | Mean Squared Error |  |  | Mean Absolute Error |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Model 1 | Model 2 | Model 3 | Model 1 | Model 2 | Model 3 |
| I=1 | 0.173 | 0.087 | 0.082 | 0.349 | 0.237 | 0.236 |
| I=2 | 0.096 | 0.055 | 0.110 | 0.206 | 0.180 | 0.259 |
| I=3 | 0.098 | 0.056 | 0.078 | 0.211 | 0.183 | 0.215 |
| I=4 | 0.103 | 0.059 | 0.084 | 0.218 | 0.187 | 0.224 |
| I=5 | 0.104 | 0.059 | 0.082 | 0.219 | 0.186 | 0.221 |
| I=6 | 0.103 | 0.060 | 0.084 | 0.218 | 0.188 | 0.224 |
| I=7 | 0.103 | 0.060 | 0.084 | 0.219 | 0.188 | 0.224 |
| I=8 | 0.102 | 0.060 | 0.084 | 0.217 | 0.188 | 0.224 |
| I=9 | 0.102 | 0.060 | 0.084 | 0.217 | 0.187 | 0.225 |
| I=10 | 0.101 | 0.060 | 0.084 | 0.216 | 0.187 | 0.225 |
| Mixture | 0.102 | 0.058 | 0.082 | 0.217 | 0.185 | 0.223 |
| KDE | 0.122 | 0.102 | 0.077 | 0.261 | 0.238 | 0.187 |

The Bayesian mixture of Fourier series models with sieve prior (and even most of its component models individually) have outperformed the KDE for true models 1 and 2, but haven't done so for true models 3 .

To give the reader a visual intuition of how Fourier series models look like, Figures 2 and 3 plot of the average estimated density using Fourier series for each value $I$ (except for $I=4$ and


Figure 2 - Plots of the average estimated density using Fourier series for low values of $I$, data came from (a single dataset of) true model 2 . For comparison, the true density is also shown (as a dotted red line).
$I=7$ for reasons of brevity) using data from a single dataset from true model 2 . For comparison, the true density is also shown (as a dotted red line).

Figure 5 shows plots of the curves of the average estimated density from the Bayesian mixture Fourier series model and of the estimate from KDE using the same data (a single dataset from true model 2). Figures 4 and 6 do the same for true models 1 and 3, also using a single dataset from these true models.

These 3 Figures suggest that the Bayesian Fourier series mixture model have performed reasonably well over the whole the domain $[0,1]$ of the density function, but they explored only a single dataset generated from each true model. On the other hand, Table 2 gave us the average errors using 100 different datasets from the true models, but the errors were integrated over $[0,1]$.

Figures 7, 8 and 9 try to combine the advantages of both, that is, to average over 100 different datasets (instead of a single dataset) for the whole domain $[0,1]$ (instead of integrate


Figure 3 - Plots of the average estimated density using Fourier series for high values of $I$, data came from (a single dataset of) true model 2 . For comparison, the true density is also shown (as a dotted red line).
over $[0,1]$ ).
Therefore, Figures 7, 8 and 9 show a plot of the estimated MSE of the Bayesian mixture Fourier series model and KDE models for each point in $[0,1]$ for the true models 1,2 and 3 (respectively) using those 100 different datasets. That is, we estimated and plotted the value of

$$
E_{D}\left[(f(y)-E[f(y) \mid D])^{2}\right]
$$

for a grid of values $y \in[0,1]$. Therefore, if those plotted curves are integrated against $y$ over $[0,1]$, we'll get the squared errors shown in Table 2.

Figures 7, 8 and 9 indicate that estimating the PDFs near the boundaries with few samples is no easy task and both Fourier series and kernel density methods often had problems (curiously at different places), but as Table 2 has shown, these errors get way less weighty when they are integrated over the domain of the PDF.

## Densities for model 1



Figure 4 - Average estimated density from the Bayesian mixture of the 10 Fourier series models (sieve prior) against the estimate from KDE, data came from true model 1 (see Table 1) which is also plotted.

We can conclude then that the studied Fourier series estimator is reasonable and therefore we can proceed to the next chapter where it will be used to measure the uncertainty of the distance of the distribution of two population having a sample being observed from each of them.

## Densities for model 2



Figure 5 - Average estimated density from the Bayesian mixture of the 10 Fourier series models (sieve prior) against the estimate from KDE , data came from true model 2 (see Table 1) which is also plotted.


Figure 6 - Average estimated density from the Bayesian mixture of the 10 Fourier series models (sieve prior) against the estimate from KDE, data came from true model 3 (see Table 1) which is also plotted.


Figure 7 - Estimated mean squared error using data from true model 1 (see Table 1). Data was used to fit a Bayesian mixture of Fourier series model and, for comparison purposes, a KDE model.

Average squared error for true model 2


Figure 8 - Estimated mean squared error using data from true model 2 (see Table 1). Data was used to fit a Bayesian mixture of Fourier series model and, for comparison purposes, a KDE model.

Average squared error for true model 3


Figure 9 - Estimated mean squared error using data from true model 3 (see Table 1). Data was used to fit a Bayesian mixture of Fourier series model and, for comparison purposes, a KDE model.

## TWO-SAMPLE SIMILARITY ANALYSIS

In this chapter we deal with the question of how to measure the uncertainty regarding the distance between two populations ${ }^{1}$. That is, given two samples $D_{1}$ and $D_{2}$ from two (possibly different) populations with PDFs $f_{1}$ and $f_{2}$, how close (do we expect) the distributions of those two populations are to each other?

To solve this problem we evaluate the posterior probability of some measure of distance (metric), here we work with the integrated squared distance which we denote by $\mathbb{M}$ :

$$
\mathbb{M}\left(f_{1}, f_{2}\right)=\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y
$$

This distance is itself a parameter, and therefore it has a posterior probability distribution $\mathbb{M}\left(f_{1}, f_{2}\right) \mid D_{1}, D_{2}$. Having the posterior probability of this distance, we can proceed to calcute $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ which gives us a probability that the two populations are close to each other (in the integrated squared distance "sense") up to an arbitrary point $\varepsilon$.

To give the reader some intuition regarding the relationship of $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ and $\varepsilon$, in Figure 10 we show a plot of the value of $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ against the value of $\varepsilon$ with $D_{1}$ and $D_{2}$ being datasets generated from true model 1 (see Table 1). The Figure indicates that there is a high probability that the distributions are close to each other; compare to Figure 11 where $D_{1}$ is generated from true model 1 , but $D_{2}$ is generated from true model 3 .

In this chapter, with the purpose of performing some simulation studies, we work from now on with a fixed value for $\varepsilon$ which we'll call $\varepsilon_{0}$ :

$$
\varepsilon_{0}=\int_{-\infty}^{+\infty}\left(\varphi_{0}(y)-\varphi_{1}(y)\right)^{2} \mathrm{~d} y \approx 0.125
$$

Here $\varphi_{0}$ is the PDF of a standard Gaussian distribution and $\varphi_{1}$ is the PDF of a Gaussian distribution with mean 1 and standard deviation 1.

[^3]

Figure 10 - Plot of $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ against $\varepsilon$. Here both $D_{1}$ and $D_{2}$ are datasets generated from true model 1 (see Table 1 ).


Figure 11 - Plot of $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ against $\varepsilon$. Here $D_{1}$ is a dataset generated from true model 1 and $D_{2}$ is a dataset generated from true model 3 (see Table 1).

After having the theoretic aspects been settled down, we now proceed to some simulation studies with the intention of evaluating the performance of our approach.

### 5.1 Simulation study for samples from the same population

We start with a simulation study with samples from the same population given the following procedure:

1. Generate 2 samples $D_{1}$ and $D_{2}$ from true model $i$.
2. Fit the Fourier series model using each sample separately (get MCMC simulations of $f_{1} \mid D_{1}$ and $\left.f_{2} \mid D_{2}\right)$.
3. Using the simulations from step 2 , generate simulations for $\mathbb{M}\left(f_{1}, f_{2}\right) \mid D_{1}, D_{2}$.
4. Get the proportion of simulations that are below $\varepsilon_{0}$, therefore obtaining approximately $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon_{0} \mid D_{1}, D_{2}\right)$
5. Repeat the procedure 50 times.

The results for such procedure are shown in Figures 12, 13 and 14 for true models 1, 2 and 3 respectively where each of the 50 repetions of the procedure are plotted (points were sorted before being plotted). An horizontal green line in Figures which is the mean of all points and therefore is an approximation to

$$
\int_{\mathbb{D}} \int_{\mathbb{D}} P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon_{0} \mid D_{1}, D_{2}\right) P\left(D_{1} \mid f_{1}\right) \mathrm{d} D_{1} P\left(D_{2} \mid f_{2}\right) \mathrm{d} D_{2}
$$

Since the "true distance $\mathbb{M}$ " from a true model to itself is 0 , we should be able to observe a reasonable probability for the event $\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon_{0} \mid D_{1}, D_{2}\right)$, and indeed this is the case for most of the samples as shown in Figures 12, 13 and 14.


Figure 12 - Each plotted point is the estimated probability that the integrated squared distance between the PDFs of the two samples is less than $\varepsilon_{0}$ (that is, $P\left(\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y<\varepsilon_{0} \mid D_{1}, D_{2}\right)$ ) given samples $D_{1}$ and $D_{2}$ (for each plotted point, 2 different dataset were generated) both generated from true model 1 (see Table 1). Points were sorted before plotting. We've choosen to use, as the value of $\varepsilon_{0}$, the integrated squared distance between the PDF of a standard Gaussian and the PDF of a Gaussian with mean 1 and standard deviation 1 as the value of $\varepsilon_{0}$. The horizontal green line is the mean of all points.


Figure 13 - Each plotted point is the estimated probability that the integrated squared distance between the PDFs of the two samples is less than $\varepsilon_{0}$ (that is, $P\left(\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y<\varepsilon_{0} \mid D_{1}, D_{2}\right)$ ) given samples $D_{1}$ and $D_{2}$ (for each plotted point, 2 different dataset were generated) both generated from true model 2 (see Table 1). Points were sorted before plotting. We've choosen to use, as the value of $\varepsilon_{0}$, the integrated squared distance between the PDF of a standard Gaussian and the PDF of a Gaussian with mean 1 and standard deviation 1 as the value of $\varepsilon_{0}$. The horizontal green line is the mean of all points.


Figure 14 - Each plotted point is the estimated probability that the integrated squared distance between the PDFs of the two samples is less than $\varepsilon_{0}$ (that is, $\left.P\left(\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y<\varepsilon_{0} \mid D_{1}, D_{2}\right)\right)$ given samples $D_{1}$ and $D_{2}$ (for each plotted point, 2 different dataset were generated) both generated from true model 3 (see Table 1). Points were sorted before plotting. We've choosen to use, as the value of $\varepsilon_{0}$, the integrated squared distance between the PDF of a standard Gaussian and the PDF of a Gaussian with mean 1 and standard deviation 1 as the value of $\varepsilon_{0}$. The horizontal green line is the mean of all points.

### 5.2 Simulation study for samples from the different populations

In this section we have a similar procedure, but with samples $D_{1}$ and $D_{2}$ coming from different true models:

1. Generate sample $D_{1}$ from true model $i$ and sample $D_{2}$ from true model $j$.
2. Fit the Fourier series model using each sample separately (get MCMC simulations of $f_{1} \mid D_{1}$ and $\left.f_{2} \mid D_{2}\right)$.
3. Using the simulations from step 2 , generate simulations for $\mathbb{M}\left(f_{1}, f_{2}\right) \mid D_{1}, D_{2}$.
4. Get the proportion of simulations that are below $\varepsilon_{0}$, thefore obtaining approximately

$$
P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon_{0} \mid D_{1}, D_{2}\right)
$$

5. Repeat the procedure 100 times.

The results for such procedure are shown in Figure 15 with data from true model 1 against data from true model 2, in Figure 16 with data from true model 1 against data from true model 3 and in Figure 17 with data from true model 2 against data from true model 3. In a similar


Figure 15 - Each plotted point is the estimated probability that the integrated squared distance between the PDFs of the two samples is less than $\varepsilon_{0}$ (that is, $\left.P\left(\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y<\varepsilon_{0} \mid D_{1}, D_{2}\right)\right)$ given samples $D_{1}$ and $D_{2}$ (for each plotted point, 2 different dataset were generated) where $D_{1}$ was generated from true model 1 , and $D_{2}$ was generated from true model 2 (see Table 1). Points were sorted before plotting. We've choosen to use, as the value of $\varepsilon_{0}$, the integrated squared distance between the PDF of a standard Gaussian and the PDF of a Gaussian with mean 1 and standard deviation 1 . The horizontal green line is the mean of all points.
manner, each of the 100 repetitions of the procedure are plotted (points were sorted before being plotted). We used the same value for $\varepsilon_{0}$ and the plots also include an horizontal green line in plot which is the mean of all points.

Note that the "true distance $\mathbb{M}$ ":

- Between true model 1 and true model 2 is approximately 0.118 .
- Between true model 1 and true model 3 is approximately 1.280 .
- Between true model 2 and true model 3 is approximately 0.881 .
and, as we have already seen, $\varepsilon_{0} \approx 0.125$, so it does make sense that, as we can see on Figure 15, samples from true model 1 and 2 have a reasonable probability for the event $\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon_{0} \mid D_{1}, D_{2}\right)$. On the other hand, this probability should be low if samples come from true model 1 and 3 , or from true models 2 and 3 , and this is what one can clearly see on Figures 16 and 17.

Therefore, we conclude that the proposed method is reasonable to access the uncertainty regarding the similarity of two samples.


Figure 16 - Each plotted point is the estimated probability that the integrated squared distance between the PDFs of the two samples is less than $\varepsilon_{0}$ (that is, $\left.P\left(\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y<\varepsilon_{0} \mid D_{1}, D_{2}\right)\right)$ given samples $D_{1}$ and $D_{2}$ (for each plotted point, 2 different dataset were generated) where $D_{1}$ was generated from true model 1 , and $D_{2}$ was generated from true model 3 (see Table 1). Points were sorted before plotting. We've choosen to use, as the value of $\varepsilon_{0}$, the integrated squared distance between the PDF of a standard Gaussian and the PDF of a Gaussian with mean 1 and standard deviation 1 . The horizontal green line is the mean of all points.

### 5.3 An example of two-sample similarity analysis with real data

We now present an example of two-sample similarity analysis using real data. We used data from the Montreal cognitive assessment used in Cecato et al. (2016).

Here we have 3 groups patients: DA represents the group of patients diagnosed with Alzheimer, CCL represents the group of patients diagnosed with a light cognitive decay and GC represents the control group (the response measures the performance of each patient on the Montreal cognitive assessment).

Data was transformed to $[0,1]$ using $S=(R-50) /(107-50)$. Although the maximum values and minimum possible values for this test are 0 and 107, we decided a priori, specially for simplicity, to assume the minimum value to be 50 , since it would be very unlikely to a person with such a score to even be placed to take such test.

For simplicity, we have also eliminated two missing data points from datasets. After transformation and removal of missing data, we had 45, 52 and 39 observations for CCL, DA and GC groups, respectively and the descriptive statistics presented in Table 3.

We then estimated the densities for each group independently. Figure 18 shows the


Figure 17 - Each plotted point is the estimated probability that the integrated squared distance between the PDFs of the two samples is less than $\varepsilon_{0}$ (that is, $\left.P\left(\int_{0}^{1}\left(f_{1}(y)-f_{2}(y)\right)^{2} \mathrm{~d} y<\varepsilon_{0} \mid D_{1}, D_{2}\right)\right)$ given samples $D_{1}$ and $D_{2}$ (for each plotted point, 2 different dataset were generated) where $D_{1}$ was generated from true model 2, and $D_{2}$ was generated from true model 3 (see Table 1). Points were sorted before plotting. We've choosen to use, as the value of $\varepsilon_{0}$, the integrated squared distance between the PDF of a standard Gaussian and the PDF of a Gaussian with mean 1 and standard deviation 1 . The horizontal green line is the mean of all points.

Table 3 - Descriptive statistics of data used in this section.

|  | Obs | Min | 1st Qu | Median | Mean | 3rd Qu | Max | SD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CCL | 45 | 0.4035 | 0.6140 | 0.6842 | 0.6737 | 0.7719 | 0.8772 | 0.1163 |
| DA | 52 | 0.0351 | 0.3421 | 0.5263 | 0.4716 | 0.6272 | 0.8070 | 0.2042 |
| GC | 39 | 0.5614 | 0.7632 | 0.8596 | 0.8376 | 0.9123 | 1.0000 | 0.0941 |

average estimated densities of each group using the Fourier series method. Figure 19 shows a plot of $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ against $\varepsilon$ comparing each of groups against each other (therefore, totaling 3 comparisons).

What's interesting to note is that the curves in Figure 19 allow us to visually compare the groups (by comparing the three curves) without the need to choose a specific value for $\varepsilon$. As it can be seen, the groups diagnosed with Alzheimer and with a light cognitive decay are more alike to each other than to control group.

## Estimated densities



Figure 18 - Plots of the average estimated density using Fourier series (using real data). Here we have 3 groups patients: DA represents the group of patients diagnosed with Alzheimer, CCL represents the group of patients diagnosed with a light cognitive decay and GC represents the control group.


Figure 19 - Plot of $P\left(\mathbb{M}\left(f_{1}, f_{2}\right)<\varepsilon \mid D_{1}, D_{2}\right)$ against $\varepsilon$ (using real data). Here both $D_{1}$ and $D_{2}$ are datasets for the observations groups CCL, DA and GC (being compared against each other). Here we have 3 groups patients: DA represents the group of patients diagnosed with Alzheimer, CCL represents the group of patients diagnosed with a light cognitive decay and $\mathbf{G C}$ represents the control group. As it can be seen, the groups diagnosed with Alzheimer and with a light cognitive decay are more alike to each other than to control group.

## CHAPTER

## 6

## CONCLUSION

In this work, we proposed a comparison study between Bayesian Fourier series and the kernel density estimation. We concluded that Fourier series method has reasonable goodness of fit compared to the kernel density estimation method and that both often had problems to estimate the PDF near the boundaries for reasonable samples sizes.

We also proposed a method to verify the ability of the Fourier series method to measure the uncertainty regarding the similarity between two populations. We conclude that the proposed method is reasonable for such objective. In particular, it yielded sensible results in a real application. We notice that other Bayesian density estimators could be used; our framework for comparing two populations is very general with that respect.

Possible extensions of this work are:

- A rerun the simulation studies using different true models and/or different samples sizes.
- Usage of other orthogonal series other than Fourier series.
- A comparison of the proposed Bayesian density estimation method with other established methods other than KDE.
- Use different sieve prior parameters, possibly using cross validation to choose them.
- A case study (using real data) of the two sample comparison method.
- Proposal of a method to obtain $\varepsilon$, possibly justifying that using a loss function and Decision Theory techniques.
- Study of the properties of the estimation methods near the boundaries.
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[^0]:    1 This was addressed by adding a numerical integrator to Stan, which by time of submission of this work, wasn't yet included in the official distribution of the software.

[^1]:    2 There are two technical justifications for this not being problematic: first $P(I=k)$ quickly decreases to zero (a priori) as $k \rightarrow \infty$, and also the prior distribution for $\beta_{i}$ quickly concentrates on zero (since its variance gets smaller) as as $i \rightarrow \infty$.

[^2]:    1 Stan can also be used to do optimization and variational inference.
    2 It was originally called Hybrid Monte Carlo by Duane et al. (1987), but the term Hamiltonian Monte Carlo used by Neal (2011) seems to be more widely used in literature by now.

[^3]:    1 In this chapter, we use the words population and true model interchangeably

